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Abstract: Few would disagree with the desirability to hold teachers accountable, but student
evaluations of teaching and department head evaluations of teaching fail to do the job validly.
Although this may be due, in part, to difficulties conceptualizing teaching effectiveness and
student learning, it also is due to insufficient attention to measurement reliability. Measurement
reliability sets an upper bound on measurement validity, thereby guaranteeing that unreliable
measures of teaching effectiveness are invalid too. In turn, for measures of teaching effectiveness
to be reliable, the items in the measure must correlate well with each other, there must be
many items, or both. Unfortunately, at most universities, those who are tasked with teaching
assessment do not understand the basics of psychometrics, thereby rendering their assessments
of teachers invalid. To ameliorate unsatisfactory assessment procedures, the present article
addresses the relationship between reliability and validity, some requirements of reliable and
valid measures, and the psychometric implications for current teaching assessment practices.
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1 Introduction

We live in a society where there is a trend in the direction of increasing accountability.
Like other areas of human activity that affect people, the trend has influenced teaching too.
The hope is that holding teachers accountable will increase teaching effectiveness, increase
student learning, and eventually translate to bettering the human condition. To the extent
that holding teachers accountable really does increase teaching effectiveness, and all the rest,
accountability is a good thing. However, Stroebe (2020) [1] came to the opposite conclusion
in his comprehensive review of the empirical literature, which is that our current practices
for evaluating teaching, particularly depending on student evaluations of teaching, decreases
teaching effectiveness and student learning. How can it be that holding teachers accountable is
good, in theory; but bad, or at least not good, in practice? (Hanushek and Rivkin (2010) [2]
provided an excellent review showing that “observed teacher characteristics do not represent
teacher quality” (p. 267). This review dovetails nicely with the more recent review by Stroebe
(2020) [1].

To answer the question, consider a fanciful scenario where teachers are evaluated based on
how much they express a liking for eating chocolate—the more the liking for eating chocolate,
the better the evaluation. Because this evaluation procedure is blatantly invalid, it renders salient
that no matter how good a practice is, in theory; the evaluation procedure must be valid to render
it similarly good, in practice. However, validity is a very technical subject, often considered
old-fashioned, dry, and boring; though necessary to get a handle on the disconnect between
the theoretical desirability of holding teachers accountable and that it does not work properly
when attempted [3,4]. And there is no way to reasonably discuss validity, without discussing
reliability first as a prerequisite for validity [5].

2 Reliability

Although many alleged experts at evaluation consider reliability a technical topic that
has little to do with evaluating teaching effectiveness (Citations omitted to protect the guilty),
it is easy to disprove this point of view by simple mathematics that harken back to Charles
Spearman’s (1904) [6] ground breaking work [7, 8]. Skipping the technical details of the
mathematical proof, Spearman showed that the reliability of the measures of two constructs is
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mathematically related to the extent to which the measures could be expected to correlate (the
validity coefficient). Equation (1) provides the equation, using modern symbols:

PXY = PTx Ty Joxx7Pyy7 )

where

(1) pxy 1is the observed correlation between X and Y (i.e., the validity coefficient);

Q) pry 1y is the true correlation between X and Y (the correlation that would be observed if
the two variables were measured with perfect reliability);

(3) px x is the reliability of X;

(4) pyy is the reliability of Y.

To dramatize the importance of reliability, imagine that the reliability of one of the measures
is zero. Instantiating O into Equation (1) for py y,, we see that the validity coefficient also
must be zero, no matter the values of the other variables: pyy = pr 7.

R R R p VIXXTPYYT
Pry Ty NEr i 0. Going to the other extreme, imagine that both variables are measured

with perfect reliability. Instantiating 1 into Equation (1) for py ., and py-y, reduces Equation
(1) to the following: pyy = pr, 1, - In other words, the observed correlation equals the true
correlation, which is the ideal situation to have as far as reliability is concerned.

Of course, it rarely happens that reliabilities equal O or equal 1; they usually are somewhere
between these extreme values. To understand what happens in the in-between cases, let us make
a simplifying assumption, that we can agree on what we mean by student learning and that we
can measure it with perfect reliability and validity. This is not true, which will be explored
later, but the ideal assumption is nevertheless clarifying. Using student learning as the criterion
variable, and instantiating 1 for py-y, in Equation (1), implies Equation (2) below:

Pxy = PTxTy /oxx7 )

Based on Equation (2), Figure 1 relates the validity coefficient predicting student learning
from teaching effectiveness (pyy ) to the true correlation between both variables (pTX Ty),
letting the reliability of the measure of teaching effectiveness (py y/) vary between 0 and 1. In
Figure 1, the top curve refers to when the true correlation equals 1 and the successively lower
curves represent when the true correlation equals 0.7, 0.4, and 0.1, respectively. Figure 1 shows
three important psychometric facts of life. First, and most obvious, the true correlation matters.
Second, the greater the reliability of the measure of teaching effectiveness, the greater the
validity coefficient. Third, there is an interaction between the two foregoing effects. Specifically,
the greater the true correlation, the more that reliability matters for influencing the validity
coefficient. Note that the top curve, when the true correlation is maximized at 1, has a full range
going from O to 1, depending on the reliability of teaching effectiveness, whereas the other
curves are not only lower, but also have decreased ranges.
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Figure 1 The validity coefficient predicting student learning from teaching effectiveness
ranges along the vertical axis as a function of the reliability of teaching effectiveness along the
horizontal axis when the true correlation equals 1.0 (top curve), 0.7 (second curve), 0.4 (third
curve), or 0.1 (bottom curve).

Advances in Educational Research and Evaluation @ SyncSci Publishing 139 of 145


https://www.syncsci.com/journal/AERE
https://www.syncsci.com

Volume 2 Issue 1, April 25, 2021

David Trafimow

The implications of Figure 1 and the equations strongly indicate the importance of reliability
for validity, and so it is surprising how often alleged experts in assessing teaching effectiveness
ignore it. For example, Stroebe’s comprehensive review, though replete with various types of
validity coefficients, ignored the issue of reliability. This is not a criticism of Stroebe, who
performed an admirable job of conveying the relevant literature, with implications, but rather an
indictment upon the field more generally for insufficient attention to reliability.

Moreover, the problem might be worse than insufficient attention. To relate a personal
experience, I once attempted to create a reliable and valid measure of teaching effectiveness in
psychology. In the preliminary stages, a higher-up was highly critical of the strong focus on
reliability, despite the explanation I had provided that reliability is a prerequisite for validity
(Citation omitted to protect the guilty). It was clear from the tenor of the message that, from the
higher-up’s point of view, my goal was wrong. The higher-up’s goal was not to have a reliable
and valid assessment device, but rather to have an assessment device that appeared valid and
provided support for outcomes the higher-up desired to have. Of course, the higher-up had no
patience for slogging through old-fashioned, dry, and boring reliability issues!

And lest we forget, Figure 1 could be characterized as optimistic because the assumption was
that we had a perfect measure of student learning. Under a more realistic assumption about the
measure of student learning, the values in Figure 1 would drop, thereby rendering the reliability
lesson even more poignant.

It is possible to argue that reliability does not matter in the context of an experiment (An
anonymous reviewer made this suggestion). For example, suppose that teaching evaluations are
performed under two different experimental conditions, and a statistically significant result is
obtained. In that case, the experiment worked, with one condition resulting in better teaching
evaluations than in the other condition, so why worry about reliability? But such reasoning is
extremely flawed. Statistical significance only indicates that the data deviate from the statistical
model; but statistical significance has little to say about whether the problem in the statistical
model is the null hypothesis, the assumption of random selection from the population, the
assumption of random assignment of participants to conditions, or countless other possibilities.
Even more important, statistical significance ignores the size of the effect. For example, suppose
the effect size is 0.10, a very small effect, though statistically significant. In that case, even
though the experiment ‘worked’ according to the significance test, the effect size is so small
that it is meaningless in a practical sense. Once it is admitted that the size of the effect matters,
reliability matters too because reliability sets an upper limit on experimental effect sizes just
as it does for correlational effect sizes. Specifically, there is the issue of the reliability of the
dependent variable, but there also is the issue of the reliability of the independent variable (e.g.,
does it ‘take’ equally for everyone?). Just as Equation (1) shows that the true correlation is
multiplied by the square root of the product of the reliabilities to obtain the observed correlation;
the true effect size in an experimental paradigm is multiplied by the square root of the product
of the reliabilities to obtain the observed effect size. Therefore, lack of reliability is just as much
of a problem in an experimental context as it is in a correlational context.

3 Validity

As Strobe (2020) [1] showed, recent literature has reversed older literature by showing that
student evaluations fail to predict student learning, when the studies are properly conducted
[9-12]. Moreover, we can broaden the perspective to include specific sources of invalidity, and
even to consider issues outside student evaluations of teaching. Regarding the former, it is
possible to argue that if student evaluations of teaching correlate with variables with which they
should not correlate, that provides evidence of invalidity.

For example, there is ample evidence that student evaluations of teaching correlate with
teacher attractiveness [13-21]. Under the assumption that attractiveness has nothing to do with
teaching effectiveness or student learning, this correlation could be argued to be evidence of in-
validity. A counterargument might be that teacher attractiveness might increase student learning.
For example, attractive teachers might garner increased student attention, thereby increasing
student learning. Perhaps alarmingly, however, Wolbring and Riordan (2016) [21] performed
research that differed from the usual correlational paradigms and showed experimentally that
the same lecture received differential ratings of quality from participants, depending on whether
they had been shown pictures of an attractive or unattractive person as the ostensible lecturer.
Hence, although it is possible to invent scenarios justifying the effects of attractiveness on
ratings, such potential justifications have received little support from the literature.

Likeability might be considered a generalization of attractiveness. For example, attractive
teachers might also be more likeable, and perhaps likeability increases student evaluations of
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teaching [22]. There is ample evidence that likeability is correlated with student evaluations of
teaching [23-25] and this correlation leads to the question of whether teacher likeability has
anything to do with student learning. If one believes that students learn more under likeable
teachers, then it is possible argue that the correlation of student evaluations of teaching with
likeability is both justified and supports the validity of student evaluations of teaching. In
contrast, however, given the lack of any evidence that teacher likeability influences student
learning, a more plausible argument is that the correlation between likeability and student
evaluations of teaching constitutes more evidence against the validity of student evaluations of
teaching.

And then we come to two politically charged issues. Specifically, student evaluations
of teaching are associated both with minority status [26-28] and gender [13, 17,20, 29-31].
Although it is possible to invent scenarios where teachers with minority member status are less
effective than white teachers, or that female teachers are less effective than male teachers, these
scenarios seem implausible in the absence of positive evidence. That implausibility is suggestive
that the correlations of student evaluations of teaching with minority status and gender provide
further evidence of invalidity.

And moving beyond student evaluations of teaching, let us consider that although department
heads evaluate their faculty members with the aid of student evaluations of teaching, it is
department heads that make evaluations in most departments in most universities. In fact, some
universities have dispensed with numerical student evaluations of teaching and the department
heads have to depend on qualitative student comments about the teacher and their own intuitions.
And yet, it seems unlikely that removing numerical evaluations really solves the invalidity
problem. That is, given that quantitative student evaluations of teaching are influenced by
attractiveness, likeability, minority status, gender, and others, is there any reason to believe that
qualitative student comments would be immune from such influences? Worse yet, whether stu-
dent evaluations of teaching are quantitative or qualitative, it seems implausible that department
heads would reliably—much less validly—assess their faculty. Imagine two different acting
department heads, with different relationships with their faculty, different moods at the time of
evaluation, and countless other differences. It simply is not plausible that these two people’s
assessments would correlate very well across a wide swath of faculty, thereby indicating low
interrater reliability. And as Equation (1) and (2) and Figure 1 demonstrated, with insufficient
reliability, validity is compromised. Worse yet, remember again that Figure 1 was constructed
based on an unrealistically optimistic assumption of a perfect measure of student learning. A
more realistic assumption would result in a more pessimistic conclusion. For example, suppose
that the true correlation between department head evaluations of teaching effectiveness and
student learning was an optimistic value of 0.50 (remember that student variance likely would be
much more important than teacher variance, so a more realistic true correlation would be around
0.2 or 0.3). And suppose that department head reliability is at the 0.30 level (based on informal
data, I consider this optimistic) and that the reliability of the student learning measure is at
the conventional level of acceptability of 0.70 (this is probably quite optimistic given faculty
disagreements about what constitutes student learning or differing degrees of student learning).
Although 0.70 is considered by most authorities to be the lower bound of “acceptability” for a
reliability coefficient, consider that this translates into a coefficient of determination of 0.49.
In that case, based on Equation (1), the validity coefficient would be 0.23. If we use the more
realistic value of 0.30 as the true correlation, the validity coefficient would reduce to 0.14. And
further realism would reduce the validity coefficient yet further. Finally, if anyone believes that
department head evaluations are more reliable than I give them credit for being, I can only ask
you to consider the different department heads you know, their relations with various faculty,
and reevaluate your belief.

4 Discussion

Validity of assessing teaching effectiveness is crucial, but we have seen that the technical issue
of reliability is intimately connected with that validity. Put simply, reliability is a prerequisite
for validity. In terms of Aristotle’s necessary and sufficient causes, reliability is a necessary,
but not sufficient, cause of validity. Although Figure 1 illustrates nicely that reliability is a
necessary cause of validity, that reliability is not a sufficient cause of validity might require
more explanation. To see this quickly, imagine a measure of teaching effectiveness with the
following item: “How many inches tall are you?” This item doubtless would achieve extremely
good test-retest reliability as people tend not to change their height from day to day, or even
week to week. But despite the excellent reliability, teacher height would nevertheless be a poor
predictor of student learning.
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Given that reliability is necessary for validity, but not sufficient, let us address the twin issues
of obtaining reliability and validity. With respect to reliability, although there are many ways to
index it, the most widely used reliability index is Cronbach’s (1951) [32] alpha, expressed below
as Equation (3) (This is not to say that Cronbach’s alpha is the best reliability index, because it
is not. However, better methods are not widely used, possibly because they are more complex,
and it is sufficient for present purposes to remain with Cronbach’s alpha):

K7

1+ (K—1)F )

reliability as indexed by Qstandardized =
where

(1) 7 = the average inter unit correlation;

(2) K is the number of units.

Equation (3) clarifies that there are two ways to improve reliability. Increase the extent to
which the items making up one’s assessment device correlate with each other and increase
the number of units (items). Figure 2 shows how increasing the average interitem correlation
can influence reliability assuming 2 items, 4 items, or 8 items. Figure 2 illustrates that more
items imply more reliability as do better interitem correlations. Finally, the effect of interitem
correlations interacts with the number of items, as the different curves show. Thus, a researcher
who wishes to have even a chance at acceptable validity, needs to have good reliability first, as
Figure 1 indicates. In turn, to have good reliability, the items need to correlate well, there needs
to be many items, or both. Ignoring these technical details is tantamount to guaranteeing to
tank the validity of one’s assessment of teacher effectiveness, regardless of whether it is based
on student evaluations of teaching, subjective opinions of department heads, evaluations of
people who observe teaching, an exposition of teaching techniques used in the course, and so
on. The first question to ask is, “Why should I believe that this method is reliable?” Or, if one is
attempting to construct an assessment device, the question is, “How can I make my assessment
device more reliable?” The answer to the latter question is, (a) increase the similarity of the
items to each other so interitem correlations increase or (b) have more items.
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Figure 2 Reliability ranges along the vertical axis as a function of the average interitem
correlation along the horizontal axis, when there are 8§ items (top curve), 4 items (middle curve),
or 2 items (bottom curve).

A potential counterargument to the notion of increasing the similarity of the items is that
the assessment device might not capture all that is meant by teaching effectiveness. But the
counterargument is flawed because if very disparate items are needed to cover “all of the
construct,” then that implies one has multiple constructs that ought to be measured separately.
For example, if one believes that good lectures constitute a component of teaching effectiveness
and that effective use of technology does too, combining them into a single measure of teaching
effectiveness will almost guarantee poor reliability due to the poor interitem correlations that
can be expected. In turn, the poor reliability will guarantee even poorer validity. Instead, it
would be better to construct separate, and reliable, measures of lecturing and use of technology.
In addition to the reliability issue, another potential gain of separating the variables is that their
relative contributions to student learning could be investigated using multiple regression or
structural equation modelling procedures.
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Moving to validity, the first validity question to ask is: “Valid for what?” If the goal is
validity at predicting student learning, then we have to agree on that which constitutes student
learning. This might include student regurgitation of material, ability to apply class material to
solve problems, ability to connect class material with material from previous classes, ability
to think outside-the-box, or many other possibilities. And there is no reason to believe that
these different types of student learning will correlate well with each other. Thus, in a previous
example, where we assumed that the reliability of the hypothetical measure of student learning
is 0.70, this likely was wildly optimistic. We might agree that many different kinds of learning
are important, and that is fine, but amalgamating them into a single score is guaranteed to result
in low reliability by Equation (3). It would be better to keep them separate and have reliable
measures of each type of learning.

Well, then, if we have separate measures of different kinds of teaching effectiveness, and
separate measures of different kinds of student learning, there would be many different validity
coefficients. For instance, imagine we identified three types of teaching effectiveness (A, B,
and C) and three types of student learning (L, M, and N), in which case there would be nine
validity coefficients to estimate: p4, Panr> Pans PBL> PBM> PBN> PoLs Pons and pop.
Likely, some types of teaching effectiveness would correlate more with some types of student
learning whereas different types of teaching effectiveness would correlate more with other types
of student learning. And with reliable measures of different types of teaching effectiveness and
reliable measures of different types of student learning, those interested in the scholarship of
teaching would be able to determine convincingly where the validity coefficients are impressive
and where they are not.

This thinking suggests difficult issues. For example, suppose that p 4, is an impressive
number but p 4,, is not, whereas pg; is not impressive but pg,, is. The implication would
be that teaching effectiveness with respect to A matters more than teaching effectiveness with
respect to B, as long as we are concerned with student learning of type L. But if we switch to a
concern with student learning of type M, then the reverse is true. Thinking in this way opens up
a potential debate not only about which types of student learning matter most, but also about
how to measure those types of student learning reliably and validly. More than that, there would
have to be a recognition that particular types of teaching effectiveness might be differentially
effective for different types of learning. This last point should be commonsensical, but I have
yet to see it recognized in my own university, or when I have been asked by other universities to
evaluate their candidates for tenure, promotion, or both.

It is interesting to compare universities to sports teams. A basketball coach, for example,
would not settle for an overall evaluation of basketball ability, but would categorize each of
his players with respect to shooting, passing, dribbling, rebounding, team defense, individual
defense, and others. And further, the coach would differentially apply the importance of
categories depending on player and position. A power forward might be expected to rebound
more effectively whereas a point guard might be expected to be more effective at dribbling
and passing. And practice sessions would reflect that there would be different priorities for
different players, different positions, and so on. In contrast, the tendency is for teachers to
be assessed with a single number. Given the diversity of classes, goals for student learning,
and other differences, this is silly on the face of it; just as it would be silly for a basketball
coach to use a single number to assess each player on the team. The silliness increases when
technical issues pertaining to (a) the relationship between reliability and validity and (b) what is
required for reliability are considered. The psychometric facts of life dictate the importance of
reliability for valid assessment of teaching. In turn, the psychometric facts of life also dictate that
amalgamation across disparate types of items is tantamount to guaranteeing a lack of reliability,
and consequently a lack of validity too.

In conclusion, we commenced with a contradiction between the theoretical desirability
of holding teachers accountable and Strobe’s (2020) [1] comprehensive review showing that
practically, it does not work. The present essay uncovers an underlying cause of the contradiction.
There are crucial psychometric facts that pertain to the assessment of teaching effectiveness,
and unless these are considered, assessment of teaching will remain blatantly invalid. This
is not to say that nobody cares about psychometric facts. On the contrary, there are journals,
such as Educational and Psychological Measurement, that are replete with technical articles
pertaining to reliability, validity, statistical, and mathematical issues. In addition, the reason
many consider these issues old-fashioned is because they are old-fashioned, dating back at least
to Spearman’s seminal work in 1904. Unfortunately, those who handle teaching assessment
issues at universities have little clue about the foundational psychometric prerequisites for
validity that they deem old-fashioned, dry, and boring, if there is any awareness whatsoever. I
know many who have talked a very impressive teaching assessment game, but none of them
have a satisfactory knowledge of the technical issues that are a psychometric necessity for
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valid teaching assessment. Until those who typically assess teaching are force-fed the old-
fashioned, dry, and boring psychometric facts of life, teaching assessment will continue to be
invalid. Perforce, the contradiction between the desirability to hold teachers accountable and
the practical problem of doing so validly, will continue.
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