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Abstract: Since ChatGPT was released by OpenAI, an American company, in 2022 for the
public, ChatGPT has become the talk of every town, as evident by its over 180 million users
worldwide. This chatbot’s ability to engage in human-like conversations, answer questions,
and generate diverse content has sparked widespread debates across various fields, including
education. In response to the growing rise and influence of ChatGPT, educators have contrasting
opinions; some view ChatGPT as an opportunity, whereas others regard it as a challenge that
needs to be addressed on time. In order to deal with the complexities caused by ChatGPT in
the field of education, universities have formulated their policies on AI. Guided by the research
question, “How does universities’ policy on AI reflect academia’s view toward ChatGPT?” this
study attempts to review the AI policy of the nine academic institutions under the UT system
of the United States. The primary goal is to understand the extent to which universities have
adapted their policies in response to the challenges and opportunities posed by ChatGPT and
how these policies reflect the broader sentiments within academia. To achieve this, this study
reviews the universities’ policies regarding AI using a qualitative data analysis methodology.
The primary data sources include official policies, statements, and guidelines developed by
the universities in response to the challenges and opportunities presented by ChatGPT. While
reviewing the policies, the study determines whether ChatGPT is banned and why. Or embraced,
and if so, in what ways? By examining these policies, the study aims to uncover the various
approaches universities have taken to integrate or regulate the use of ChatGPT within academic
environments. The thesis of this study is twofold. First, it seeks to provide a comprehensive
overview of how US universities have responded to ChatGPT in the educational landscape.
This involves identifying common themes, concerns, and strategies institutions employ to deal
with the complexities introduced by this generative language model. Second, the study aims to
contribute to existing scholarship by offering insights into how academia adapts to the influence
of AI technologies like ChatGPT. This study examines the intersection of AI and education
and the evolving nature of educational norms in the digital age by uncovering the diverse
perspectives and approaches within university policies.
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1 Introduction
Since ChatGPT was released by OpenAI, an American company, in 2022 for the public,

ChatGPT has become the talk of every town, as evident by its over 180 million users worldwide.
This chatbot’s ability to engage in human-like conversations, answer questions, and generate
diverse content has sparked widespread debates across various fields, including education. There
are two serious concerns regarding using artificial intelligence (AI) in education. Firstly, there is
a common fear regarding the misuse of AI by students as they are likely to use AI tools to write
their assignments and pass exams. Such acts of presenting the AI-generated writing as their
own by the students bring forth the issue of plagiarism. Therefore, AI is accused of promoting
plagiarism and academic misconduct. Likewise, another concern is the fear that AI will lead to a
decline in the students’ writing and creative and critical thinking (Civil, 2023; Warschauer et al.,
2023). This fear stems from the belief that students rely entirely on AI tools to complete their
work and assignments; they no longer use their creativity and critical thinking to generate ideas
(Athanassopoulos et al., 2023). Therefore, some scholars contend that AI might adversely affect
the quality of education and ultimately harm the students’ learning outcomes and academic
achievements (Chan & Lee, 2023; Korn & Kelly, 2023; Oliver, 2023; Zhai, 2022).
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Despite the serious concerns of educators regarding AI tools, especially ChatGPT, as a
challenge and threat, some others view ChatGPT as an opportunity (Hakiki et al., 2023). As an
example, Deng and Yu (2023) see ChatGPT as an opportunity to enhance student motivation,
engagement, and learning results. Likewise, Samala et al. (2024), examining the pros and cons of
ChatGPT in teaching and learning, highlight its main advantages, including ChatGPT’s ability
to provide personalized and adaptive learning experiences, instant feedback, and increased
accessibility. Additionally, the writers also consider the potential drawbacks of ChatGPT, such
as its lack of emotional intelligence, potential privacy concerns, and overreliance on technology.
In response to the growing rise and influence of ChatGPT and the complexities it causes in the
field of education, universities have formulated their policies on AI (Papadakis et al., 2023). It
became imperative for the universities to develop an AI policy that prepares students to work
with and understand this technology. The universities’ policy aims to provide clear guidelines
to make the students aware of the ethical use of AI and the potential challenge of using AI in
academia. Therefore, one of the rationales behind developing AI by universities is to promote
academic integrity and discourage plagiarism (Chan, 2023; Cotton et al., 2023).

Guided by the research question, “How does universities’ policy on AI reflect academia’s
view toward ChatGPT?” this study attempts to review the policy of the nine academic institutions
under the University of Texas (UT) System. The thesis of this study is twofold. First, it seeks
to provide a comprehensive overview of the AI policy of the nine academic institutions under
the UT system. This involves identifying common themes, concerns, and strategies institutions
employ to deal with the complexities introduced by this generative language model. Second, the
study aims to contribute to existing scholarship by offering insights into how academia adapts
to the influence of AI technologies like ChatGPT. This study examines the intersection of AI
and education and the evolving nature of educational norms in the digital age by uncovering
the diverse perspectives and approaches within universities’ policies. The paper uses some key
terms frequently in the discussion of the argument. One of the frequently used terminologies in
the paper is AI, an acronym denoting artificial intelligence. AI simulates human intelligence
processes by machines, especially computer systems. The focal point of this paper revolves
around ChatGPT (Chat Generative Pre-trained Transformer), an artificial intelligence chatbot
developed by OpenAI. In the context of this paper, the term ‘universities’ refers to the nine
academic institutions under the University of Texas (UT) system of the United States, and the
term ‘policies’ encapsulates administrators’ policies on AI. The policies include official policies,
statements, and guidelines developed by the university administration. The policies discussed,
analyzed, and interpreted in this paper are drawn from the universities’ websites.

2 Literature review
Since OpenAI launched and released ChatGPT for the public in November 2022, it has stirred

debates and excitement in all sectors, including education (Ipek et al., 2023; Karakose et al.,
2023). Extensive literature coverage on ChatGPT includes its basic introduction and pressing
issues, such as whether it offers opportunities or challenges.

The Quick Start Guide (2023) published by UNESCO provides an overview of how ChatGPT
works and explains how it can be used in higher education. One strength of the guide lies in its
acknowledgement of the challenges and ethical considerations associated with integrating AI,
particularly ChatGPT, into higher education. In addition, it also offers practical steps that higher
education institutions can take to deal with the complexities of ChatGPT. In discussing the use
of ChatGPT in higher education, the writers are concerned with its use in teaching and learning,
research, administration, and community engagement (pp. 7-10). They also touch upon the
challenges of ChatGPT, such as academic integrity, lack of regulation, cognitive bias, privacy
concerns, and accessibility (pp. 10-11).

Finally, UNESCO’s guide concludes by recommending the ethical policy for the use of
AI, “used ethically and with due consideration of the need to build individual and institutional
capacity, ChatGPT could support HEIs to provide students with a more personalized and relevant
learning experience, make administrative processes more efficient, and advance research and
community engagement” (p. 13). The guide’s concluding recommendation for an ethical policy
framework is a commendable call to action. The emphasis on ethical use and individual and
institutional capacity-building considerations reflects a proactive stance. However, the guide
could provide more concrete examples or guidelines for developing and implementing such
ethical policies, ensuring its recommendations are more actionable for institutions.

While UNESCO’s guide provides a bright picture of ChatGPT, considering it an opportunity
in higher education, many view ChatGPT as a challenge in higher education. Sullivan et al.
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(2023) use content analysis to investigate disruption caused by ChatGPT in higher education by
analyzing news articles in countries such as Australia, New Zealand, the United States, and the
United Kingdom. Their study mainly focuses on academic integrity concerns and opportunities
for innovative assessment design, touching upon critical themes such as university responses,
limitations and weaknesses of AI tool outputs, and opportunities for student learning. The focus
of their research is twofold, “i) exploring key themes in news articles about ChatGPT in a higher
education context, and ii) the extent to which these discussions frame ChatGPT as a potential
tool for learning and supporting diverse students rather than an academic integrity risk” (p. 2).

However, Sullivan et al.’s findings indicate a noteworthy imbalance in the portrayal of
ChatGPT in news articles. Concerns about academic integrity and student discouragement
from using ChatGPT suggest a predominant negative narrative. The need for more discussion
on productive uses in teaching or explicit institutional policies towards ChatGPT highlights a
potential gap in the current discourse. While acknowledging academic integrity concerns is
crucial, exploring positive applications and institutional strategies could provide a more holistic
understanding of ChatGPT’s role in higher education.

Academic integrity and ethics are the most discussed topics in the published literature.
Dwivedi et al. (2023) discuss the opportunities and challenges of ChatGPT for organizations,
society and individuals using multidisciplinary insight. The article brings together 43 contribu-
tions from experts in different fields. The experts discuss not only the capabilities of ChatGPT
but also consider “its limitations, disruptions to practices, threats to privacy and security, and
consequences of biases, misuse, and misinformation” (p. 3). The experts also express their
opinion on “whether ChatGPT’s use should be restricted or legislated” (p. 3). The references
to specific expert discussions, such as Viswakanth’s exploration of ChatGPT’s disruption (p.
4) and Alexander Richter’s focus on collaboration between humans and AI in hybrid teams (p.
7), align with my project’s concerns about how disruption caused by ChatGPT is addressed in
policy levels.

Regarding ChatGPT, there is a shared apprehension regarding plagiarism. Eke (2023)
examines the ethical issues, particularly academic integrity when students rely on ChatGPT
for their writing. Since ChatGPT can produce human-like conversations, students are tempted
to use it to complete their assignments and present the ChatGPT-generated writings as their
own. As a solution, some scholars have suggested designing assignments so students can rely
on their creativity. One such assignment can be multimodal digital compositions. Liang et al.
(2022) advocate for a pedagogical framework to teach digital multimodal composing (DMC),
like video production, in the classroom. The writers define DMC as “a form of user-generated
content, in which students express ideas and construct identities through their artefacts” (p. 307).
These products integrate texts, images, sound, movement, video, and/or hypertext. Though the
writers focus on DMC to avoid plagiarism, it cannot be the complete solution as ChatGPT is
capable of helping the students in DMC projects.

The existing literature on ChatGPT is mainly focused on academic concerns such as academic
integrity, creativity, and plagiarism, and more research is needed on the policy level. According
to Veletsianos et al. (2023), there needs to be more literature on how universities actively engage
with and respond to generative AI tools in the classrooms. Initially, the universities needed
to be more knowledgeable about ChatGPT, but very soon, they developed their AI policies to
deal with the complexities posed by ChatGPT. Some universities moved quickly to develop
policies in response to ChatGPT, whereas many universities followed a wait-and-see strategy
that closely examined the responses around ChatGPT. In this evolving scenario, there needs to
be more literature about the review of universities’ policies on AI. This research aims to address
this gap by analyzing and interpreting AI policies of the academic institutions under the UT
System. By doing so, this study aims to uncover the various approaches universities have taken
to integrate or regulate the use of ChatGPT within academic environments.

3 Methodology
This research uses a methodology centred around data collection, document analysis, and

interpretation to scrutinize the AI policy of the universities under the UT System.

3.1 Data collection
For analysis and interpretation of policy on AI, this study selects nine academic institutions

under the UT System. The selection includes The University of Texas at Arlington (UTA),
The University of Texas at Austin (UTAUS), The University of Texas at Dallas (UTD), The
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University of Texas at El Paso (UTEP), The University of Texas Permian Basin (UTPB), The
University of Texas Rio Grande Valley (UTRGV), The University of Texas at Saint Antonio
(UTSA), Stephen F. Austin State University (FSA), and The University of Texas at Tyler
(UTTyler). Their policies on AI, drawn from the websites of these universities, form the
foundational dataset for subsequent analysis and interpretation within the study.

3.2 Document analysis and interpretation
The AI policies of the selected nine academic institutions, drawn from their websites, are

the documents for analysis and interpretation. This research uses thematic content analysis
to analyze the documents. Thematic content analysis is a qualitative research technique that
involves evaluating electronic and physical documents to interpret them, understand their
meaning, and develop upon the information they provide. Neuendorf (2018) defines thematic
content analysis as a qualitative data analysis method that involves identifying, analyzing, and
reporting patterns (themes) within the data.

4 Results and discussions
For the review of the policy on AI/ChatGPT, I visited the University of Texas System

website (utsytem.edu). Only the academic institutions under the UT system were selected
for this research. I visited each institution’s website and searched the keywords “Policy on
AI/ChatGPT”. As a result, only six out of nine institutions have published policy (information)
on AI/ChatGPT. The websites of the University of Texas at Dallas (UTD), the University of
Texas at San Antonio (UTSA) and the University of Texas Permian Basin (UTPB) do not contain
information about their AI policies on their websites.

4.1 Significant themes in AI policy
The thematic content analysis and interpretation of the universities’ policy on AI suggest

several significant themes. Each central theme has subthemes, too. Table 1 includes the central
theme along with the subthemes.

Table 1 Significant themes and sub-themes in AI policies

SN Main theme Sub-themes

1. Definition of AI/ChatGPT Simulacrum of human intelligence, generative, language model

2. Instructions for Instructors Clear and vague guidelines, responsibility and flexibility assigned to the instructors

3. Instructions for Students Benefits of AI for students, lack of ethical use and guidelines.

4. Academic integrity and plagiarism Strict guidelines, ethical implication, AI citation and referencing and plagiarism detection tools.

5. AI as an Opportunity Benefits for both instructors and students

6. AI as a Challenge Drawbacks of AI, AI as a tool to promote plagiarism, Use of plagiarism detection software

7. Neutral Perspective towards AI Neutral stance, the responsibility of the instructors

Table 2 and Figure 1 have been created to represent the themes’ frequency visually. The
table shows the number of times that the theme appeared in the AI policies of the academic
institutions under the UT system. The pie chart illustrates the number of critical themes in
percentage to clarify the themes’ dominance in AI policies.

Table 2 Frequency of themes in AI policies

SN Theme Frequency

1. Definition of AI/ChatGPT 3
2. Instructions for Instructors 6
3. Instructions for Students 1
4. Academic Integrity and Plagiarism 4
5. AI as an Opportunity 1
6. AI as a Challenge 1
7. Neutral Perspective towards AI 4

4.1.1 Definition of AI/ChatGPT
Though six universities in the UT system have policies on AI/ChatGPT on their websites,

only three universities’ policy defines AI/ChatGPT: The University of Texas at Tyler (UTTyler),
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Figure 1 Frequency of themes in percentage

The University of Texas at Arlington (UTA) and The University of Texas at Rio Grande Valley
(UTRGV). UTTyler (2023, Artificial intelligence section) defines AI as:

Artificial Intelligence is the simulation of human intelligence in machines programmed
to think and learn like humans. AI encompasses various technologies, including
machine learning, natural language processing, computer vision, and robotics. These
technologies allow machines to analyze data, recognize patterns, make decisions, and
even interact with humans in ways that mimic human cognition. (para. 1)

While UTTyler defines AI in general, UTA is more specific in its definition of AI, as its focus is
on ChatGPT. UTA (2023, Understanding AI tools and their value in education section) presents
the definition of ChatGPT as offered by ChatGPT itself:

ChatGPT is a conversational language model developed by OpenAI. It is based on
the GPT (Generative Pre-training Transformer) architecture and is trained on a large
dataset of text from the internet. ChatGPT is designed to generate human-like text in
response to a given prompt and can be fine-tuned for specific tasks such as question
answering, language translation, and text summarization. It can also generate creative
writing, such as stories and poetry. ChatGPT is a powerful tool that helps people
understand natural language and generate tasks. (para. 1)

Likewise, UTGV offers a broader view regarding AI. It not only defines what ChatGPT is but
also discusses the mechanism of ChatGPT (How it works) and the types of work it can do.
UTGV (2023, ChatGPT – AI technology) defines ChatGPT as:

ChatGPT is a free Artificial Intelligence Chatbot developed by Open AI that can
answer complex questions conversationally. It is based on the GPT (Generative Pre-
trained Transformer) architecture and is designed to generate human-like text. AI is
trained to learn what we mean when we ask questions and can respond very much
like humans. (para. 1)

All these definitions have some common keywords, such as “generate human-like text”, “sim-
ulacrum of human intelligence”, “generative”, and “language model”, which highlight key
attributes and functionalities of AI/ChatGPT. The emphasis on the ability to generate human-like
text underscores the technology’s capacity for natural language understanding and generation, a
fundamental aspect of AI applications. The term “simulacrum of human intelligence” further
highlights the goal of replicating human cognitive processes within these machines. Describing
ChatGPT as a “generative” model suggests that it can create content in response to prompts
rather than relying solely on pre-programmed responses. Lastly, the characterization as a
“language model” emphasizes linguistic abilities, suggesting AI’s proficiency in understanding
and generating human language. These shared keywords collectively reinforce the narrative
of AI, and specifically ChatGPT, as a sophisticated tool that copies and generates human-like
language through advanced generative processes.

4.1.2 Instructions for instructors
Universities’ policies on AI/ChatGPT contain instructions for instructors regarding using

AI/ChatGPT. All six universities with AI policies published on their websites contain varying
degrees of information for instructors. Some institutions provide detailed instructions, whereas
some offer vague instructions. One common subtheme within this theme is the responsibility
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of the instructors to use ChatGPT as an opportunity. In addition, the universities have given
instructors the flexibility to add their policies while rewriting the policy on AI/ChatGPT.

The University of Texas at Tyler (UTTyler) (2023, Artificial intelligence section) acknowl-
edges AI just as a tool to enhance teaching methods, “AI can enhance your teaching methods and
streamline monotonous tasks, but it cannot replicate the human qualities that make you, and your
presence in the classroom, unique” (para. 3). The acknowledgement of AI as a tool rather than
a replacement highlights a balanced view, recognizing its potential benefits while emphasizing
the irreplaceable human qualities that instructors bring to the educational experience. However,
the university policy states that instructors can use AI to help themselves with content creation,
time management, data-driven insights, innovative teaching tools, automatic transcription and
feedback generation.

Likewise, The University of Texas at El Paso (UTEP) (2023, Academic honesty section)
offers responsibility to the faculties regarding AI policy, “Faculty should provide clear guidance
to students on the acceptable uses of artificial intelligence programs such as ChatGPT” (para.
2) . However, the policy does not clarify what is “acceptable use” and what is “unacceptable
use” which is likely to cause potential ambiguity and misinterpretation. Establishing explicit
criteria for both categories is crucial for guiding the students to become aware of appropriate
and inappropriate uses of ChatGPT. Much like UTEP, the University of Texas at Arlington
(UTA) policy is also vague in its instructions to the instructors. It (2023, Understanding AI tools
and their value in education section) states that it is the responsibility of the instructors “to find
value in what these tools have to offer and continue the conversation of how we can best utilize
these technological advancements to support our students better” (para. 3). However, UTA does
not provide any instructions on utilizing technological advancements for academic support for
the students.

Like UTEP, The University of Texas at Austin (UTAUS) and Stephen F. Austin State Univer-
sity (SFA) offer responsibility to the instructors regarding using AI in the classroom. UTAUS
(2023, ChatGPT and generative AI tools: Sample syllabus Policy statements section) offers
the option to the instructors to explore ChatGPT in the classroom and to “decide whether or
not these tools fit within their pedagogical aims and clearly state their course policies in a
designated section of their syllabi” (para. 2). Similarly, Stephen F. Austin State University
offers guidelines for the instructors to identify AI-generated work to avoid plagiarism. The
tips include identifying hallucinations in AI-generated text, false statements, and repetitive,
unusual or inconsistent sentence structures. The university assigns instructors the responsibility
of promoting the responsible use of ChatGPT among students.

The University of Texas at Rio Grande Valley (UTRG) provides detailed and clear instructions
to the instructors regarding the use of AI. To deal with AI in education, UTRG offers instructors
strategies such as making themselves familiar with AI, setting clear guidelines and policies for
using AI tools in the syllabus and designing assignments. In addition, the university suggests
that instructors can use ChatGPT in education in several ways, and some examples include
essay scoring, language learning, study material generation, automatic content generation,
summarization and tutoring.

4.1.3 Instructions for students
In their policy on AI, all universities instruct the students to follow academic integrity.

However, only one university explicitly mentions the instructions for students regarding AI use
on the website. University of Texas at Tyler (UTTyler) (2023, Artificial intelligence section)
notices the benefits of AI for students as “Students can utilize AI to improve their learning,
quickly analyze information, and enhance their understanding of challenging subjects” (para. 4).
The policy mentions that students can use AI to help with research assistance, study support,
language learning, time management, automated writing assistance and coding and data analysis.
However, the policy seems to be absent in the lack of guidelines on how the university ensures
ethical use of AI, addresses potential concerns related to biases or creativity, and provides
necessary training or support for students and instructors to make the ethical and responsible
use of AI.

4.1.4 Academic integrity and plagiarism
Academic integrity and plagiarism are other recurrent themes of universities’ AI policies. To

maintain academic integrity and to discourage plagiarism, the universities explicitly mention
some strict guidelines to be followed by the students. The University of Texas at Tyler (UTTyler)
(2023, Artificial intelligence section) states, “By fostering a culture of academic integrity and
responsible AI usage, both educators and students can work together to mitigate the risks
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associated with AI plagiarism” (para. 5). To achieve this, this UTTyler encourages to educate
students about the ethical implications of plagiarism and the importance of originality in
academic work.

Likewise, to foster academic integrity, Stephen F. Austin State University (FSA) (2023,
ChatGPT and academic dishonesty section) encourages the instructors to ask students “what
they think is or is not considered appropriate use of AI technologies” (para. 10). Other guidelines
involve asking the students to produce the draft with instructors’ comment on it and to use the
feature ‘Version history’ of Office 365 to see how the students’ writing has changed since it was
created.

Similarly, The University of Texas at Rio Grande (UTRG) sets guidelines to encourage
students to be transparent about using ChatGPT. To foster academic integrity and avoid plagia-
rism, UTRG recommends that instructors use quizzes/exams as stake assessments, use detailed
rubrics for evaluating assignments (essays, discussions, projects) with specifically defined
expectations/requirements, and create assignments that ask students to connect course content
with current events and or personal experience.

Likewise, the University of Texas at Austin (UTAUS) suggests that instructors clarify in
their syllabus whether ChatGPT is prohibited or permitted in their class. In both cases, specific
guidelines should be provided to the students to promote academic integrity.

The subthemes of AI citation and referencing and plagiarism detection tools are related to
academic integrity. If students use AI-generated text, they should give due credit to ChatGPT
through citation and referencing. UTTyler encourages instructors to teach proper citation
methods to ensure students give credit to the original authors of the information they use in
their assignments. UTRG recommends encouraging students to use ChatGPT and other AI
tools transparently by citing them in their work. However, UTTyler and UTRG need to mention
ways to cite AI-generated text in their policies. It is UTAUS that provides guidelines on how
AI-generated text can be cited. It links to cite generative AI output in MLA, APA, and Chicago
formats.

Likewise, using plagiarism detection tools is another subtheme of academic integrity. Plagia-
rism Detection Tools: UTTyler encourages the implementation of plagiarism detection software
to identify instances of copied content and allow students to correct their work before submis-
sion. However, UTTyler does not specify the name of the plagiarism detection software. On the
contrary, SFA specifies Copyleaks, Turnitin, and OpenAI, and UTRG recommends AI Detector
and GPT Zero to detect plagiarism.

4.1.5 AI as an opportunity
Out of nine, only the University of Texas at Tyler (UTTyler) explicitly states that AI is

an opportunity to offer multiple benefits to both instructors and students. UTTyler’s policy
outlines AI’s benefits, including content creation, time management, data-driven insights,
innovative teaching tools, automatic transcription, and instructor feedback generation. Likewise,
the benefits of AI for students include research and study support, language learning, time
management, accessibility, automated writing assistance and coding and data analysis.

4.1.6 AI as a challenge
Out of nine universities, only Stephen F. Austin University (SFA) explicitly states AI as a

challenge hindering the students’ creativity, originality and academic integrity. Though the
policy of SFA acknowledges new and exciting opportunities offered by ChatGPT to expand on
teaching and learning, it does not mention what those exciting opportunities are. Instead, the
university entirely focuses on the drawbacks of AI in its policy, explaining the hallucinations,
false statements and repetitive or unusual patterns of text or inconsistent sentences in AI-
generated text. In addition, SFA discourages AI, considering it a potential tool for promoting
plagiarism. SFA’s policy states that AI plagiarism can be easily detected using a tool as AI
references a wide range of information, phrases and ideas taken directly from other sources.
However, SFA must acknowledge that AI is generative and capable of producing the text instead
of relying solely on other sources.

4.1.7 Neutral perspective towards AI
Four universities have taken a neutral stance in their policies on AI. They neither categorize

AI as solely beneficial nor as a challenge. The University of Texas at El Paso (UTEP) is neutral
in its perspective toward AI as it is not concerned with AI benefits nor shows how it badly
affects the student’s academic integrity. Instead of discussing the pros and cons of AI, UTEP
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delegates the decision to use or prohibit AI in classes to the instructors. If they permit AI use,
they are supposed to provide clear guidelines to the students.

Like UTEP, The University of Texas at Arlington (UTA) is neutral towards AI. In its concise
policy (information?) on AI, UTA is familiar with the drastic measures some institutions are
taking to ban ChatGPT. However, it states that it is the responsibility of educators to recognize
the benefits AI brings. Like UTEP and UTA, the University of Texas at Austin (UTAUS) needs
to state whether ChatGPT is a challenge or an opportunity in its policy. Instead, UTAUS also
gives its faculty and instructors the responsibility to decide whether to use AI in their classes.
It also offers some sample syllabus instructions on ’No use of generative AI tools permitted’,
’Generative AI is permitted in specific contexts and with acknowledgement’, and ’Students are
encouraged to use generative AI tools in coursework’.

Similarly, The University of Texas at Rio Grande Valley (UTRGV) assumes a neutral position,
showing both the opportunities and challenges of using AI in education. Its neutral position
is evident in the policy statement, “As we all know, technology is not inherently good or evil-
it depends on how it is used” (2023, ChatGPT – AI technology section, para. 7). UTRGV
also shifts the responsibility to the instructors to decide whether to use ChatGPT or not in their
classes.

5 Conclusion and recommendation
The discussion made so far suggests the different approaches and perspectives of the academic

institutions of the UT system towards AI in their policies. The findings show that while some
universities have a comprehensive AI policy and guidelines, others need more clarity. It is
frustrating to notice that even three universities still need to publish their take on AI policy on
their websites. While the universities’ policy emphasizes the use of AI for the instructors, more
students’ perspectives on AI should be needed. The policy outlining the advantages of AI for
students also lacks explicit guidelines on ensuring the ethical use of ChatGPT. In addition, the
research shows that universities have different viewpoints on AI. The different viewpoints on AI
as a challenge, opportunity, or neutral tool imply the need for uniformity in the AI policy of the
universities of the UT System.

In light of these findings, this research makes some recommendations for improving the AI
policy of the universities under the UT system. Firstly, there is a call for a comprehensive policy
that provides clear guidelines and ethical considerations for using AI/ChatGPT. Additionally,
the AI policy should consider students’ perspectives. Likewise, uniformity in AI policy is
recommended. Since all the institutions are parts of the UT system, developing a uniform
AI policy is likely to avoid ambiguity and bring uniformity regarding AI policy among the
institutions. As the information on AI/ChatGPT is scattered under various sections on the
websites, all the universities should publish their take on AI/ChatGPT under the ’AI Policy’
section for ease of accessibility and clarity.

6 Limitations
This study’s review of the universities’ policy on AI, especially ChatGPT, has some lim-

itations. The first limitation is the sample size. This research has included nine academic
institutions under the UT System. Such a small number may not provide a general picture.
Furthermore, the scope of the research may be constrained by its geographical focus on uni-
versities under the UT System, limiting the generalizability of the findings to a global context.
Likewise, by universities’ policy, I mean the policy preferred by the administrators of the
universities. Though faculties have the freedom to make some changes, I have yet to include the
faculties’ policies on AI. The administrators’ policy on AI was chosen for this research as the
university’s policy because of the ease of accessibility. I could easily access the official website
and administrators’ statements regarding AI, which was not possible in the case of faculties.
Therefore, by universities’ policy, I exclusively refer to administrators’ policy on AI. Lastly,
my inherent subjectivity and potential preconceptions about the role and impact of ChatGPT
in education may introduce a subjective bias, influencing the analysis and interpretation of the
policies under review.
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