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Abstract: In recent decades, the issue of ecological footprint (EF) in the world has become a serious anxiety among environmental stakeholders. This anxiety is more in top tourism attracting countries. The purpose of this research is the performance of mixed and penalized effects models in predicting the value of the EF of tourism in the top eight countries of tourism destinations. The World Bank and Global Footprint Network databases have been used in this study. Penalized regression and MCMC models have been used to estimate the EF over the past 19 years (2000-2018). The findings of the research showed that the amount of ecological footprint in China, France and Italy is much higher than other countries. In addition, based on the results, a slight improvement in the performance of penalized models to linear regression was observed. The comparison of the models shows that in the Ridge and Elastic Net models, more indicators were selected than Lasso, but Lasso has a better predictive performance than other models on ecological footprint. Therefore, the use of penalized models is only slightly better than linear regression, but they provide the selection of appropriate indices for model parsimoniousness. The results showed that the penalized models are powerful tools that can provide a significant performance in the accuracy and prediction of the EF variable in tourism attracting countries.
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1 Introduction

Tourism development is now considered one of the most important industries in the 21st century [1]. The industry plays an essential role in employment and income, expanding exports, and promoting cultural and environmental values in developed and developing countries [2, 3]. According to Roumiani et al. (2022) [4], tourism contributed $8.8 trillion to the global economy in 2018, which generated about 10.4% of GDP and 10% of world employment. In addition, the industry attracted approximately $941 billion in investment in 2018, and this investment will increase by 4.2% over the next decade, equivalent to $1.489 billion in 2029 [5].

Over the past few decades, tourism development studies show that tourism has caused economic activity. On the other hand, it has increased environmental pollution (greenhouse gas emissions), climate change, environmental degradation, excessive exploitation of natural resources and increased energy consumption [6–11]. In addition, As the number of tourist increases, the use of electricity per person, transportation, air conditioning/heating, and energy services will increase and expand the ecological footprint [12]. However, tourism developments affect the ecological footprint and provide grounds are a concern for economists, social scientists, academics, environmental researchers, government policymakers, and other stakeholders [13–20].

Economic variables (investment, GDP, imports and exports) [21, 22]. energy variables (oil, coal and gas) [23]. variables such as hotels, restaurants, road transport [4] and tourist expectations and demands are the main influencing factors of the tourism development on ecological footprint. Martín-Cejas and Sánchez (2010) [12] reported that transportation (94%), place of residence (4%) and other service activities (2%) are among tourism-related factors which consume the most significant amount of energy. Hotels alone account for 70.8% of electricity consumption. According to the CTCI Foundation (2004) survey conducted in Taiwan, 0.32% of total electricity consumption in hotels. However, all researchers agree
that the relationship between the use of energy and the tourism industry in the amount of greenhouse gas emitted is positive and significant [24]. Thus, a tourist is expected to use local transportation, accommodation, and food on his or her international travel [25], which in turn consumes non-renewable energy and fossil fuels [26]. Accordingly, the discussion of a cause-and-effect relationship between environmental degradation and tourism development introduced the term “ecological tourism footprint” [24]. Furthermore, the EF is a composite indicator of human demand for natural resources and provides a better understanding regarding economic activity and environmental degradation [27].

Ecological footprint calculation can measure different biologically productive lands, water consumption, population density, energy consumption, and resources [27]. It can contribute to the future of humanity in environmental protection and sustainable development by providing legal judgments in practice [28]. Therefore, assessing the ecological tourism footprint can play a crucial role as a solution to strengthen and preserve the environment, reduce greenhouse gas (GHG) emissions, mitigate the harmful effects of human activities and address critical environmental challenges such as climate change and environmental damage [29, 30].

This research evaluates the effect of tourism developments on the EF in the top tourist countries using MCMC and penalized models. Past studies have utilized econometric and regression (OLS) models focusing on the effect of different tourism development activities on the EF [31–36]. Theoretically, econometric and regression models increase the sample error in predicting variables, due to high alignment and cannot estimate the interpretability and accuracy of the prediction at the same time. According to Cherlin et al. (2018) [37] such variables have poorer predictability overall in the experiment. Therefore, to overcome the shortcomings above, the use of penalized regression methods, also called contraction or regularization methods, has become popular [38]. Researchers such as Hoerl and Kennard (1970) [39], Tibshirani (1996) [40] and Zou and Hasti (2005) [41] popularized the use of penalized regression (PR) models with the introduction of a slight bias in model prediction to deal with linear regression drawbacks and decrease the variance of estimates and enhance predictions. Ridge regression, for example, has been proposed as a possible solution for estimating and selecting independent variables which are highly aligned, and it provides a more accurate estimate of ridge parameters [42]. Lasso regression is used to select a subset of variables and has better predictive accuracy than other regression models and helps to increase the interpretation capability of the model [43–45]. Hence, penalized models, due to their capability to overcome multiple alignments, select appropriate variables, and reduce research costs as a result, can be effective methods for improving tourism and ecological footprint research studies.

The current research aimed to find the similarities between the performance of MCMC and penalized regression models and their ability to predict tourism change in 8 countries. We used two train and test data sets to achieve the research goal. In addition, this study provides excellent insights for researchers and tourism stakeholders. Secondly, we use indicators such as number of international tourist arrivals, total import costs, cost of passenger transport, cost of travel, number of departures, cost of revenue from total exports, which have economically significant effects on the ecological footprint. Third, few studies of Penalized Models have been used to enquire into the impacts of tourism development on ecological emission. Hence, this study focuses on MCMC and Penalized Models and seeks to answer the following fundamental question; which of the MCMC, OLS, Ridge, Lasso, and Elastic Net models can be more accurate in predicting EF?

1.1 Theoretical Foundations

There is a lot of research on tourism development and ecological footprint, but the EF of tourism in top tourist destination countries has been neglected. Therefore, the theoretical framework of this research is made up of three parts, the first part of which examines the history of the EF of tourism and its importance from the point of view of experts. In the second part, the correlation between tourism growth indicators and the EF is discussed. The third part includes the critical view of researchers on the effects of tourism Growth on the environment.

1.2 Ecological footprint of tourism

In 1996, Wackernagel and Rees used the term EF of tourism for the first time [46]. In 2002, Hunter categorized the ecological footprint of tourism and applied its function in tourism planning. After that, the organization of the World Summit on Sustainable Development in Schroeder & Lovell (2012) [47], the conventions of the Climate Change Organization
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(UNFCCC) in 1990; Kyoto Protocol (1999), Copenhagen (2009), Duha (2012), Paris, France (2015) and Poland (2018) mentioned the development of tourism as one of the main sectors of increasing the EF [48]. In addition, according to the report of the World Tourism Organization (2013), this industry has caused about 8% of the total CO2 emissions and 14% of the total global greenhouse gas emissions [49].

Many researches on the ecological footprint of tourism have been conducted by researchers such as [49, 50]. They stated that the development of tourism increases the EF. In addition, Gossling et al. (2002) [50] believe that about 97.5% of the footprints of European tourists were caused by air travel.

Cadaro et al. (2016) concluded that the inclusion of tourism investment; It increases the carbon footprint by about 34%. Khan and Hou (2021) [21] empirically examine the International Energy Agency in 30 countries from 1995 to 2015 and conclude that panel co-analysis shows long-run relationships between economic variables and environmental sustainability. The experimental study of İşik et al. (2022) [51] in USMCA countries showed that there is convergence of EF with a value of 48.08% in the second category and divergence in the first category. These results indicate common environmental policies-actions among USMCA countries to reduce and stop their environmental degradation; and to understand which strategies-actions to use in the case of convergent or divergent ecological footprints. Therefore, using the concept of the ecological footprint of tourism at the national level, as a measure for human use of environmental resources (renewable), and at the global level, it evaluates the consumption of biological environmental resources of humanity with 20.6 billion hectares [52].

1.3 Relationship and dynamics of tourism indicators with ecological footprint

Tourism is a trillion-dollar industry that includes about 7% of global exports and has a important influence to global gross domestic product (GDP). International tourism arrivals and receipts have grown by 3-5% annually, outpacing the growth of international trade. In 2016, respectively, it exceeded 1.2 trillion US dollars, and in 2018, it created one tenth of all jobs in the world [49,53]. In developing countries, tourism has been mentioned as a strategy in creating employment and increasing foreign exchange earnings [54]. In Mediterranean countries, it is known as one of the key elements in economic activities. So that they account for about 30% of the world’s tourism arrivals and about a third of the total world tourism income [29].

Therefore, the cause-and-effect relationship between tourism and socio-economic development has been reported. With a 1% increase in tourism growth; 0.051 percent (GPD) and 2.647 percent foreign investment increases [21]. However, excessive emphasis on tourism development has increased the ecological footprint and it has caused concerns among the researchers of the countries of the world. For example, Kongbuamai et al. (2020) [55] used different economic parameters (investment, GDP, trade openness) to investigate the correlation between tourism development indicators and ecological footprint. Muchapondwa & Stage (2013) [56] used income generation indicators, the number of international tourists and travel items. Also, based on the report of 141. Dwyer et al. (2010) [57], a significant relationship between tourism growth rate and ecological footprint has been estimated. In Turkey, Godil et al. (2020) [31] stated that there is a positive relationship between tourism development, globalization and financial development with ecological footprint. Ansari & Villanthenkodath (2022) [53] concluded that tourism revenues are negatively related to environmental degradation. The results also show that economic growth, energy intensity and urbanization reduce environmental quality in the long term.

Liu et al. (2022) [58] investigated the correlation between the ecological footprint and tourism development indicators using a regression model for the years 1980-2011. In their experimental study in China, Lin et al. (2018) [59] concluded that the footprint of tourists’ purchases and the footprint of tourists’ traffic, negatively affect environmental quality. According to this research, the growth of tourism not only increases the ecological footprint, but also increases human performance on the earth’s ecosystem, conflicts between natural resources, pollution and excessive consumption of environmental resources [60].

1.4 The views of critics on the effects of tourism development indicators on ecological footprint

The trend of environmental consequences in the world shows that different views have been expressed in relation to the development of tourism, but they have not provided a general
perception with the palaning for the society about the evolution of tourist destinations and ecological footprint. Therefore, in this research, the views of researchers from various angles have been criticized on this issue [61].

Researchers such as Alola et al. (2021) [62], Chakraborty (2021) [60], Telfer and Sharples (2015) [63] believe that most tourism beneficiaries are only looking for economic income and do not pay attention to the issue of ecological footprint. Bohdanowicz (2006) [64] believes that the environmental challenges of tourism are the result of bad policies and planning of the government and management institutions in the world. Dasgupta De Cian (2018) [65] stated that there is an interactive relationship between powerful political parties and tourism environmental protection in the countries of the world, but governments have not paid serious attention to this issue. Environmentalists consider the growth in the sum of tourists as a key factor in expanding the ecological footprint. Economists state that extensive investment in tourism infrastructure leads to an increase in the ecological footprint [66].

Croall (1995) [67] stated that the growth of tourism affects our environmental landscape. Akinboade et al. (2010) [68] stated that United Nations studies have shown that tourism has brought about social and environmental changes in countries. However, even tourism development projects often ignore the global environmental aspects of travel. Tourism development may be locally sustainable (in the sense that it poses minimal threat to local ecosystems through land conversion, trampling, species collection, etc.), but it may not be a stable world in most cases [55].

1.5 Area of the study

Some countries attract a higher rate of tourist trips than other countries due to their various attractions. The countries studied in this research include China, Italy, Germany, France, America, Thailand, Turkey and Mexico. Therefore In 2019, 1.459 billion international tourists arrived worldwide, which was a 3.7% increase compared to 2018 [51, 62]. The share of these countries in 2019; 508 million was international tourism. Figure 1 shows the number of tourist arrivals in these countries between 2000 and 2018. This figure shows that all countries are faced with a wide change in tourism. For example, France has attracted the most tourism in all periods. In 2006, the United States made a huge leap in attracting tourists.

![Figure 1](image-url) The growth trend of the number of tourists (2000-2018) in the top tourist destination countries

2 Materials and methods

2.1 Descriptive statistics and data preparation

The data needed to examine tourism development indicators and ecological footprint from (2000 to 2018) was extracted from (https://databank.worldbank.org) and (https://data.footprintnetwork.org). We used the dependent variable (output) to help make effective decisions in the top tourist attraction countries. That is, ecological footprint (EF) and 10 indicators of tourism development (predictors) mentioned in Table 1.
Table 1  Study indicators

<table>
<thead>
<tr>
<th>ID</th>
<th>Variable</th>
<th>Unit</th>
<th>Sources</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>Period of years</td>
<td>-</td>
<td>World bank</td>
</tr>
<tr>
<td>X2</td>
<td>International tourism, number of arrivals</td>
<td>10^6</td>
<td>World bank</td>
</tr>
<tr>
<td>X3</td>
<td>International tourism, expenditures (% of total imports)</td>
<td>10^6</td>
<td>World bank</td>
</tr>
<tr>
<td>X4</td>
<td>International tourism, expenditures (current US$)</td>
<td>10^6</td>
<td>World bank</td>
</tr>
<tr>
<td>X5</td>
<td>International tourism, expenditures for passenger transport items (current US$)</td>
<td>10^7</td>
<td>World bank</td>
</tr>
<tr>
<td>X6</td>
<td>International tourism, number of departures</td>
<td>number of departures</td>
<td>world bank</td>
</tr>
<tr>
<td>X7</td>
<td>International tourism, receipts (% of total exports)</td>
<td>10^6</td>
<td>World bank</td>
</tr>
<tr>
<td>X8</td>
<td>International tourism, receipts (current US$)</td>
<td>10^8</td>
<td>World bank</td>
</tr>
<tr>
<td>X9</td>
<td>International tourism, receipts for passenger transport items (current US$)</td>
<td>10^8</td>
<td>World bank</td>
</tr>
<tr>
<td>X10</td>
<td>International tourism, receipts for travel items (current US$)</td>
<td>10^8</td>
<td>World bank</td>
</tr>
<tr>
<td>Y</td>
<td>Ecological footprint</td>
<td>global hectares (gha)</td>
<td>Global Footprint Network</td>
</tr>
</tbody>
</table>

Some descriptive information of the set of variables is presented in Table 2. In this table, the predictor variables are compared in terms of Mean, TSE, CV, and Range. In total, variable y is 2.338 in terms of average, 2.000 in terms of TSE, 36.050 in terms of CV, and 2.872 in terms of Range.

Table 2  Descriptive statistics of indicators

<table>
<thead>
<tr>
<th>Indicators</th>
<th>Mean</th>
<th>SE</th>
<th>CV (%)</th>
<th>Range</th>
</tr>
</thead>
<tbody>
<tr>
<td>X1</td>
<td>4.5000e+00</td>
<td>5.4000e-02</td>
<td>51.086</td>
<td>7.0000e+00</td>
</tr>
<tr>
<td>X2</td>
<td>2.0090e+03</td>
<td>1.2900e-01</td>
<td>0.274</td>
<td>1.8000e+01</td>
</tr>
<tr>
<td>X3</td>
<td>8.6812e+07</td>
<td>1.4491e+06</td>
<td>71.289</td>
<td>2.0241e+08</td>
</tr>
<tr>
<td>X4</td>
<td>5.9060e+00</td>
<td>9.0000e-02</td>
<td>65.068</td>
<td>1.8424e+01</td>
</tr>
<tr>
<td>X5</td>
<td>2.7537e+10</td>
<td>1.0219e+09</td>
<td>158.501</td>
<td>1.7242e+11</td>
</tr>
<tr>
<td>X6</td>
<td>1.2174e+01</td>
<td>2.1100e-01</td>
<td>74.180</td>
<td>3.8458e+01</td>
</tr>
<tr>
<td>X7</td>
<td>2.4219e+04</td>
<td>4.3299e+02</td>
<td>76.354</td>
<td>5.4243e+04</td>
</tr>
<tr>
<td>X8</td>
<td>2.5336e+08</td>
<td>9.7672e+06</td>
<td>164.642</td>
<td>1.3914e+09</td>
</tr>
<tr>
<td>X9</td>
<td>6.9169e+01</td>
<td>2.7400e-01</td>
<td>16.902</td>
<td>4.6379e+01</td>
</tr>
<tr>
<td>X10</td>
<td>2.3380e+00</td>
<td>2.0000e-02</td>
<td>36.050</td>
<td>2.8270e+00</td>
</tr>
</tbody>
</table>

Note: CV: Coefficient of variation, known as relative standard deviation (RSD), defined as $CV% = \frac{\sigma}{\mu} \times 100$

Table 2 shows the descriptive statistics of the predictor variables of each country. The normality of the residuals (errors) of the linear regression model and their autocorrelation were investigated using the Shapiro-Wilk and Durbin-Watson tests. This statistical test to consider the correlation between residuals is defined as follows:

$$D = \frac{\sum_{i=1}^{n} (e_i - e_{i-1})^2}{\sum_{i=1}^{n} e_i^2}$$

(1)

Where D is in the range of 1.5–2.5, it indicates no correlation between the residues. After fitting the initial model, multicollinearity was examined using VIF (Variance Inflation Factor \[69\] as follows:

$$VIF = \frac{1}{1 - R_{1}^2}$$

(2)

Finally, the validity of the initial model is shown (e.g., Figure 2).

2.2  Statistical methods and model configuration

If we consider a standard multiple linear regression model as follows: $y = \beta_0 + X\beta + e$ that y is a response variable vector, $X = x_{i1}, \ldots, x_{ip}$ is a predictor variables matrix, $\beta_0$ is the intercept, $\beta = \beta_1, \ldots, \beta_p$ is a regression coefficients vector, and e is an error terms vector, assuming normal distribution $e \sim N(0, \sigma_e^2)$. In this case, $\beta_0$ and $\beta_e$ coefficient values be estimated by minimizing the residual sum of squares (RSS) \[70\] as:

$$\hat{\beta_0}, \hat{\beta}_{OLS} \overset{def}{=} \arg \min_{\beta_0, \beta \in \mathbb{R}} \sum_{i=1}^{n} \left(y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j\right)^2$$

(3)

And a PR coefficients is expressed as:

$$\hat{\beta_0}, \hat{\beta}_{PR} \overset{def}{=} \arg \min_{\beta_0, \beta \in \mathbb{R}} \sum_{i=1}^{n} \left(y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j\right)^2 + \lambda P(\lambda, \beta)$$

(4)

Loss function

Penalty function
Here, to prevent overfitting and control the penalty function’s shrinkage amount of contraction, the hyper-parameter $\lambda$ tunes the equation. In fact, bias-variance trade-off is set by this hyper parameter. Its amount is directly related to bias and inversely associated with variance, i.e., with increasing lambda, bias increases and variance decreases.

By applying an $L_2$-norm penalized least squares criterion [i.e., $P(\lambda, \beta) = \lambda \| \beta \|_{L_2}$] on the linear regression coefficients [39], the RR estimates are obtained as follows:

$$
\hat{\beta}_{0}, \hat{\beta}_{(RR)} = \arg \min_{\beta_0, \beta} \sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j)^2 + \lambda \sum_{j=1}^{p} \| \beta_j \|_{2}^2
$$

(5)

In RR, the shrinkage value is tuned so that no variable is exactly zero and only reduces their variance, so the estimates are biased.

In another case of PR, the values of the coefficients are obtained by applying the Lasso constraint (i.e., an $l_1$-norm penalized least-squares as $P(\lambda, \beta) = \lambda \| \beta \|_{L_1}$) [40]. An important feature of Lasso is that it allows the coefficients to be exactly zero, thus selecting the variable. If we consider $x_{ij}$ to be standardized so that $\overline{x}_{ij} = 0$ and $\overline{x}_{ij}^2 = 1$, then the lasso coefficients are estimated as follows:

$$
\hat{\beta}_{0}, \hat{\beta}_{(LASSO)} = \arg \min_{\beta_0, \beta} \sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j)^2 + \lambda \sum_{j=1}^{p} \| \beta_j \|_{1}
$$

(6)

The EN method is another mode of PR that uses a combination of two penalties applied in RR and Lasso on the coefficients:

$$
\hat{\beta}_{0}, \hat{\beta}_{(EN)} = \arg \min_{\beta_0, \beta} \sum_{i=1}^{n} (y_i - \beta_0 - \sum_{j=1}^{p} x_{ij} \beta_j)^2 + \lambda \sum_{j=1}^{p} \left( \frac{1}{2} \| \beta_j \|_{2}^2 + \alpha \| \beta_j \|_{1} \right)
$$

(7)

Where $0 \leq \alpha \leq 1$ is a penalty weight. If $\alpha$ is equal to 1, EN functions like Lasso but modifies how it deals with high correlated variables [70].

2.3 Cross validation and parameter optimization

To ensure the main distribution of the indicators, the data were measured in two levels of training and testing through minimum and maximum normalization. 70% of the data was used to train the models and the rest was used for testing. In this study, the performance of the models was evaluated using the 10-fold cross-validation method. The entire data was randomly divided into ten equal subsets. A subset of the validation set was considered for model testing and the remaining k-1 subset was used for training and testing through minimum and maximum normalization. 70% of the data was used to train the models and the rest was used for testing. In this study, the performance of the models was evaluated using the 10-fold cross-validation method. The entire data was randomly divided into ten equal subsets. A subset of the validation set was considered for model testing and the remaining k-1 subset was used for training and testing through minimum and maximum normalization. 70% of the data was used to train the models and the rest was used for training through minimum and maximum normalization. 70% of the data was used to train the models and the rest was used for testing.

This method reduces the dependence of the performance on the test-training set and reduces the variance of the performance measures and confirms that the results are free from any sampling bias. The optimal value of $\lambda$ minimizes the percentage of cross-validation prediction error in the training set. This $\lambda$ value is automatically determined using the cv. glmnet function. With a default of 10 times cross-validation, the cv. glmnet function sets the optimal $\lambda$ value to provide the simplest model. The appropriate model lies in an optimal $\lambda$ standard error, i.e., lambda.1se. If $\lambda$ equals lambda.1se we have a simpler model than $\lambda$ equals lambda.min, but it may be slightly less accurate. The selection of $\lambda$ values for each Fi fold was done with the following cross-validation technique:

$$
\epsilon_{n, \lambda} \overset{\text{def}}{=} (y_n - \hat{\beta}_{PR, \lambda} x_n)^2 \quad \forall n \in F_i
$$

(8)

that $\hat{\beta}_{PR, \lambda}$ was estimated on $D - F_i$ (here, $D = \{x_n, y_n\}$ and $F_i$ is the data not including the $i^{th}$ fold). $i^{th}$ fold was used as a test set and the rest of the data as the training set. So, $\lambda$ was chosen as:

$$
\lambda^{\text{opt}} = \arg \min_{\lambda} \frac{1}{N} \sum_{n=1}^{N} \epsilon_{n, \lambda}
$$

(9)

2.4 Performance evaluation

With the introduction of new data, the behavior of the models was evaluated using the following criteria: MSE (mean square error), RMSE (root mean square error), and $R$-square values (coefficient of determination). Considering $n$ as the total number of observations,

$$
RMSE = \sqrt{\frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{n}}
$$

(10)
\[ R^2 = 1 - \frac{\sum_{i=1}^{n} (y_i - \hat{y}_i)^2}{\sum_{i=1}^{n} (y_i - \bar{y})^2} \quad (11) \]

After reviewing the penalized models, the multi-level MCMC model method has been introduced to estimate its parameters.

### 2.5 MCMC model

The main features of multilevel data are their statistical grouping. Many statistical inference methods have been expressed about the parameters of multi-level models, which are usually done in two ways: frequency and Bayesian. Meanwhile, Bayesian analysis in two-level models was first performed by Seltzer (1993) [71] using the Gibbs algorithm. Seeger (2004) [72] also used Gibbs sampling for multilevel logistic models. As is customary in Bayesian methods, to estimate the parameters, one needs the prior distribution, the likelihood function and the calculation of the posterior distribution. Since the posterior distributions of some parameters in multilevel models do not have a closed form, the use of the MCMC method will be inevitable.

Therefore, Bayesian inference was used to fit the two-level model and estimate its parameters in this research. In addition, due to the nature of multilevel models, Gibbs sampling algorithm was used more than other algorithms. The main reason for that is the closed form for the complete conditional distributions of the parameters involved in the model. Therefore, for this purpose, the prior distribution of the model is considered to be ignorant, and according to the theoretical literature and as the posterior distribution of the model parameters is not closed, one of the Markovian chain Monte Carlo (MCMC) algorithms called the Gibbs sampling algorithm was used and their equations are discussed below:

\[ y_{ij} = \beta_{0j} + \beta_{01} \text{year}_{ij} + \sum_{k=2}^{10} \beta_{0k} x_k + \epsilon_{ij} \quad (12) \]

\[ \beta_{0j} = \beta_{00} + u_{0j} \quad (13) \]

By placing relation (2) in (1), the final model will be obtained as follows.

\[ y_{ij} = \beta_{00} + \beta_{01} \text{year}_{ij} + \sum_{k=2}^{10} \beta_{0k} x_k + u_{0j} + \epsilon_{ij} \quad (14) \]

In which \( \epsilon_{ij} \) is the error of the first level (measurement), \( u_{0j} \) is the error of the second level (sampling), Year is the variable of the second level, \( x \) is the variable of the first level and \( \beta = (\beta_{00}, \beta_{01}) \) is the coefficients of the model, which is an 11-dimensional vector. In this model, \( u_{0j} \) has a normal distribution with zero mean and variance \( \sigma_u^2 \) and \( \epsilon_{ij} \) also has a normal distribution with zero mean and variance \( \sigma_e^2 \), and \( u_{0j} \) and \( \epsilon_{ij} \) are uncorrelated.

#### 2.6 Gibbs sampling algorithm for model (3)

Assume that the prior distributions of the parameters of this model are:

\[ \beta \propto N_{10} (0, S), \quad \sigma_u^2 \sim IG (a_u, b_u), \quad \sigma_e^2 \sim IG (a_e, b_e) \quad (15) \]

In which \( S \) is the 10 x 10 covariance matrix for \( \beta \) vector, IG is the inverse gamma distribution. It is proved that \( \sigma_e^2 \).

It should be noted that the mentioned analyzes were performed in the R 4.0 program (R Core Team, 2020) using different packages.

### 3 Results

Figure 2 shows that based on the diagram (Residuals vs Fitted) there is a linear relationship between tourism changes and ecological footprint. It also shows that the points around and close to the regression line are estimated and the equal variance assumption is reasonable. Here, the corresponding residuals versus the proportional diagram for the simple linear regression model of the ecological footprint set is considered as the response and the level of change and tourism developments are considered as predictors. Therefore, the residuals are displayed on the y-axis and the fitted values on the x-axis. Also, to evaluate the distribution of the data set, the Q-Q normal diagram has been used, which is one of the most important assumptions in R statistical tests. Figure 2 shows that the data distribution is linear and the remaining average is almost normal.
completely on the reference line. Therefore, a set of data used in the research has a normal
distribution. The (Scale-Location) chart shows how to analyze the spatial scale chart of the data.
In other words, this figure shows that the residuals are equally spread over the range of input
(predictor) variables and are standardized between the fitted values and the square root of the
residuals. Therefore, Figure 2 shows the assumption of equal variance and that the distribution
points are spread randomly along the horizontal line. This means that the plot shows a linear fit
to the data. The graph (Residuals vs Leverage) shows the mean squared residuals against the
Cook distance. The findings in this figure show that the data are between Cook’s intervals. The
points located near or outside the red curves are considered outliers.

![Figure 2 Image, Residuals vs Fitted and Normal Q-Q and Scale-Location and Residuals vs Leverage of ecological footprint in the top tourism attracting countries](image)

Ecological Footprint is a resource review tool that helps different countries understand their
environmental assessment and provides them with the necessary data to manage resources and
create a safe and resilient future. In the last few decades, this approach was considered as a
strong communication tool in the field of measuring environmental, economic and political
systems. Table 3 shows the characteristics of the ecological footprint index in the top 8 tourism
attracting countries. This table shows that the average ecological footprint in China, France and
Italy is 3.682, 3.251 and 3.002 respectively. For example, the ecological footprint survey in
China during the years 2007 to 2017 shows that during the 11-year study period, China’s EF per
capita has gradually increased and in fact, it increased from 2.3027 square meters in 2007 to
2.9837 square meters in 2017 [73].

Other research in this country shows that China’s environmental per capita is 3.71 hectares.
China’s total ecological deficit is (-3,435.62), which is the largest deficit in the world. With the
expansion of the rapid growth of the population of 1.4 billion people and the rapid growth of the
economy, people’s income and as a result their consumption has increased, and it has created
the ground for inefficient use of environmental resources and maximum pressure on it, and
environmental risks [74–76]. In France, approximately 70% of the country’s ecological footprint
is caused by household energy consumption (24%), transportation (23%) and food (22%) and
the rest is related to other goods (15%) and services (16%). This leads to deforestation,
reduction of fish stocks, drought, water shortage, soil erosion, loss of biodiversity and climate
change (Report Lautre deficit de la France, 2018). The ecological footprint in this country has
been decreasing from 2008 to 2015 and increased by +5% between 2015 and 2018. This is
primarily due to the increase in greenhouse gas emissions in the transportation, construction
and power generation sectors, and the second case is the greater use of fossil fuels between
2014 and 2016 [77, 78]. The lowest amount of ecological footprint is related to the countries of
Mexico, Thailand and Turkey, each with an average of 1.297, 1.610 and 1.745, respectively. In
Mexico, about 56% of the earth’s surface is under the influence of human activities. Its use is
not evenly distributed in the regions of this country; the lowest values are in the arid regions of
the north and northwest and the tropical regions of the southeast.

While the greatest values are along the coast of the Gulf of Mexico and from there within
the east-west corridor that follows the transverse volcanic ranges of Mexico. The high plateau
associated with the distribution of low and high ecological footprint areas in different regions
forms a complex mosaic: Mexico's generally protected deserts have some highly altered
agricultural and industrial areas; while many well-preserved footprints still remain in highly
altered areas [79, 80].

Also, in Thailand in 2011, Thailand Greenhouse Gas Management Organization (General
Organization: TGO (in collaboration with National Metals and Materials Technology Center, Thailand (MTEC) and National Science and Technology Development Agency (NSTDA), under the supervision of the Ministry of Science and Technology, promoted the development carbon footprint project. In fact, the Carbon Footprint Project, “TGO” launched a suitable strategy for effective management of greenhouse gas emissions, supporting the economy, protecting the environment, and the economy of the environment and society [81]. In Turkey, the researchers conducted by various researchers such as Destek et al. (2021) [82] have shown that the process of industrialization in this country has led to a reduction in carbon emissions and has not had significant effects on the ecological footprint. Therefore, industrialization has had few effects on the environment due to the use of advanced technologies.

### Table 3  Descriptive statistics of ecological footprint variables in top tourism attraction countries

<table>
<thead>
<tr>
<th>Countries</th>
<th>ID</th>
<th>Mean±SE</th>
<th>SE</th>
<th>CV (%)</th>
<th>R</th>
<th>Skewness</th>
<th>Kurtosis</th>
<th>Minimum</th>
<th>Maximum</th>
</tr>
</thead>
<tbody>
<tr>
<td>France</td>
<td>1</td>
<td>3.251</td>
<td>0.070</td>
<td>7.43</td>
<td>1.12</td>
<td>1.200</td>
<td>2.245</td>
<td>14.350</td>
<td>4.592</td>
</tr>
<tr>
<td>USA</td>
<td>2</td>
<td>2.372</td>
<td>0.065</td>
<td>9.56</td>
<td>0.92</td>
<td>-0.400</td>
<td>-0.308</td>
<td>17.434</td>
<td>15.131</td>
</tr>
<tr>
<td>China</td>
<td>3</td>
<td>3.682</td>
<td>0.031</td>
<td>2.93</td>
<td>0.37</td>
<td>0.245</td>
<td>-0.917</td>
<td>7.320</td>
<td>5.795</td>
</tr>
<tr>
<td>Italy</td>
<td>4</td>
<td>3.002</td>
<td>0.095</td>
<td>10.93</td>
<td>0.86</td>
<td>-0.185</td>
<td>-1.709</td>
<td>6.836</td>
<td>5.387</td>
</tr>
<tr>
<td>Mexico</td>
<td>5</td>
<td>1.297</td>
<td>0.027</td>
<td>7.33</td>
<td>0.29</td>
<td>0.172</td>
<td>-1.479</td>
<td>4.157</td>
<td>3.808</td>
</tr>
<tr>
<td>Turkey</td>
<td>6</td>
<td>1.745</td>
<td>0.021</td>
<td>4.18</td>
<td>0.23</td>
<td>0.092</td>
<td>-1.346</td>
<td>4.692</td>
<td>4.035</td>
</tr>
<tr>
<td>Germany</td>
<td>7</td>
<td>1.749</td>
<td>0.025</td>
<td>4.92</td>
<td>0.34</td>
<td>0.743</td>
<td>-0.011</td>
<td>9.642</td>
<td>8.969</td>
</tr>
<tr>
<td>Thailand</td>
<td>8</td>
<td>1.610</td>
<td>0.039</td>
<td>8.36</td>
<td>0.53</td>
<td>0.864</td>
<td>0.251</td>
<td>3.851</td>
<td>3.309</td>
</tr>
</tbody>
</table>

3.1 Evaluation of tourism development indicators on ecological footprint using MCMCglmm model

To estimate the parameters of the model, the standard deviation of these estimates and the estimation of random effects have been calculated using MCMC methods. For the number of simulations, it was based on 1,300,000 times of sampling with the burn-in stage of 300,000 times. Then, one out of every 100 is selected from the remaining 1,000,000 Gibbs samples. Therefore, finally, 10,000 samples of the desired parameters are available. The results of this model (i.e., the mean of the posterior distribution, the lower and upper limits of the 95% confidence limits of the posterior distribution, the effective sampling size and the pi value for MCMC) are presented in Table 4. In this table, the effects of tourism development indicators are considered as “fixed effects”. The noteworthy point in these analyzes is that the effect of some tourism development indicators was not significant, which actually led us to use penalized regression models in these MCMC models.

### Table 4  Random structure of indicators

<table>
<thead>
<tr>
<th>Post. Mean</th>
<th>1-95% CI</th>
<th>u-95% CI</th>
<th>Eff. Samp</th>
<th>pMCMC</th>
</tr>
</thead>
<tbody>
<tr>
<td>Intercept</td>
<td>7.377</td>
<td>-8.831</td>
<td>22.510</td>
<td>9193</td>
</tr>
<tr>
<td>Year</td>
<td>-0.002</td>
<td>-0.010</td>
<td>0.006</td>
<td>10000</td>
</tr>
<tr>
<td>X1</td>
<td>0.003</td>
<td>-0.018</td>
<td>0.023</td>
<td>10000</td>
</tr>
<tr>
<td>X2</td>
<td>0.046</td>
<td>0.016</td>
<td>0.075</td>
<td>10000</td>
</tr>
<tr>
<td>X3</td>
<td>0.003</td>
<td>0.000</td>
<td>0.006</td>
<td>9251</td>
</tr>
<tr>
<td>X4</td>
<td>-0.007</td>
<td>-0.018</td>
<td>0.003</td>
<td>10000</td>
</tr>
<tr>
<td>X5</td>
<td>-0.013</td>
<td>-0.027</td>
<td>0.000</td>
<td>10000</td>
</tr>
<tr>
<td>X6</td>
<td>0.048</td>
<td>0.028</td>
<td>0.068</td>
<td>10000</td>
</tr>
<tr>
<td>X7</td>
<td>0.726</td>
<td>0.035</td>
<td>1.308</td>
<td>10000</td>
</tr>
<tr>
<td>X8</td>
<td>-0.601</td>
<td>-0.908</td>
<td>-0.209</td>
<td>10000</td>
</tr>
<tr>
<td>X9</td>
<td>0.048</td>
<td>-0.007</td>
<td>0.100</td>
<td>9503</td>
</tr>
</tbody>
</table>

As can be seen, based on the level of significance (PMCMC), all variables except the two variables X1 and year, the width from the origin, are significant. Therefore, the variance of the first and second level effects is mentioned in Table 5.

### Table 5  Variance of first and second level effects

<table>
<thead>
<tr>
<th>Post. Mean</th>
<th>1-95% CI</th>
<th>U-95% CI</th>
<th>Eff. Samp</th>
</tr>
</thead>
<tbody>
<tr>
<td>σ²_u</td>
<td>23.630</td>
<td>0.123</td>
<td>71.020</td>
</tr>
<tr>
<td>σ²_Z</td>
<td>0.018</td>
<td>0.014</td>
<td>0.023</td>
</tr>
</tbody>
</table>

In the case of approximation convergence, the approximation effect plot shows how the MCMC chain is progressing. Therefore, we were interested in monitoring the process of chain...
movement for estimators. Figure 3 shows the effect diagram of fixed effects estimation. In models that reach convergence (like what we have reached in this study), the distribution usually has a peak that is more or less skewed (long right tail). In these graphs, which are time series (graphs on the left), the samples did not remain in a certain range, so the posterior average of the total samples is shown correctly, and also the length of burn-in and total sampling were favorable.

![Figure 3](image)

**Figure 3** Plot of model fixed effects estimates

Regarding the accuracy of the method in estimating the parameters, according to the smooth graphs of the posterior densities, Figure 4 shows that the parameters have been estimated acceptably, which indicates the accuracy of the method in estimating the indices.

![Figure 4](image)

**Figure 4** Posterior density diagram of model fixed effects estimates

In this part, it refers to the countries as a random effect and the unit refers to the years under study, i.e., about 19 years. According to what was stated, this model (mean of posterior distribution, lower and upper limit of 95% confidence limits of posterior distribution, effective sampling size and pi value for (MCMC) is presented in Figure 5. Therefore, in this figure, the country effect is “random” and the unit shows the residual error effect.

![Figure 5](image)

**Figure 5** Posterior density diagram of model fixed effects estimates

Autocorrelation diagrams of 10,000 Gibbs samples were drawn, which indicates the independence of these coefficients due to the close to zero value of this coefficient. Therefore, Figure 6 shows that for each parameter it shows the autocorrelation as a function of the distance between
the samples. If the interval is 0, the autocorrelation is one because the correlation of a variable with itself is one. However, as the distance between samples increases, the autocorrelation decreases.

Figure 5  Estimates chart and density function of random effects estimates of the model

Figure 6  Internal correlation diagram of indicators

We also see that the interception parameter has much lower autocorrelation than other parameters, which shows a very high intra-group correlation of observations and this confirms the correctness of using the mentioned model. Therefore, in Figure 6, the correlation value is equal to 0.999. The value of intraclass correlation (ICC) is equal to

\[
ICC = \frac{\sigma^2_u}{\sigma^2_u + \sigma^2_e} = 0.999
\]

(16)
Which shows a very high intra-class correlation of observations and this confirms the correctness of using the mentioned model.

In order to analyze the sensitivity of the mentioned model, Gelman-Robin method was used. The graphs in Figure 7 show the conformity of parameter estimates in different conditions. According to the Golman and Rubin criterion, less than 1.010 was obtained for 9 parameters, and the Golman diagram for all 9 parameters reached the convergence condition, i.e., less than 1.1, after 1,200,000 repetitions. Therefore, based on the comments of Gelman and Rubin (1992) [83] and Brooks and Gelman (1998) [84], they suggest that diagnostic Rc values greater than 1.2 for each of the model parameters should indicate a lack of convergence. But in practice, a stricter rule than Rc < 1.1 is often suggested to declare convergence, which in test statistic it is called the scaling factor. The closer this coefficient is to 1, the better the convergence of chains. In practice, values below 1.1 are acceptable and values below 1.02 are good. In the graphs below, the downscaling is shown for bins of increasing size (1 to 0.12, etc.), thus showing how the downscaling factor has developed over time. Also, the 97.5% confidence interval is shown with a red dashed line, which shows the attention of the x-axis of the main indicators of the samples before thinning.

It is noteworthy that MCMC models also led us to use penalized regression models. Therefore, it is expected that Lasso regression with the “variable selection” feature can help simplify the issue.

### 3.2 Predictive evaluation of penalized models

To choose the appropriate model in predicting the ecological footprint of tourism and estimating the mean square error (MSE) from linear regression models, Rich; lasso and elastic net were used and we compared them with each other. Our cross-validation consisted of randomly splitting the data into a training and testing set, adjusting the model parameters into the training and prediction sets.

The summary of RMSE scores is presented in Table 6. So that it is 0.578 for linear regression, 0.334 for ridge, 0.333 for lasso and 0.337 for elastic net. Therefore, in the Lasso regression model, three indicators have been removed, but it shows the same value compared to other ridge and sticknet models. Because in addition to good out-of-sample prediction performance, Lasso was able to select variables by reducing the coefficients to zero and thus increasing interpretability. Although elastic network can also perform variable selection, it tends to select more variables and does not perform better than Lasso despite being a more complex and robust model.
Table 6  Comparison of predictive validity for the ecological footprint index in top tourism destination countries

<table>
<thead>
<tr>
<th>Variable</th>
<th>Method</th>
<th>RMSE</th>
<th>R^2</th>
<th>Acc-R</th>
</tr>
</thead>
<tbody>
<tr>
<td>EF</td>
<td>OLS</td>
<td>0.578</td>
<td>0.62</td>
<td>0.81</td>
</tr>
<tr>
<td></td>
<td>RR</td>
<td>0.334</td>
<td>0.81</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>Lasso</td>
<td>0.333</td>
<td>0.82</td>
<td>0.91</td>
</tr>
<tr>
<td></td>
<td>EN</td>
<td>0.337</td>
<td>0.81</td>
<td>0.91</td>
</tr>
</tbody>
</table>

The reality may be much more complex than a proposed model. Hence, there is no certainty that the commonly studied events are simple enough to be approximated by human-understandable models. “Everything should be as simple as possible, but no simpler - ALBERT EINSTEIN.” and stable RMSE values.

As Figure 8 shows, the upper part of the graphs shows the CV 10 times mean square error (MSE) in the values of λ and the lower part shows the coefficient values of the predictors against the contraction parameters. The first and second vertical dashed lines correspond to the value of λ with the minimum MSE and the maximum value of λ within a standard error of the minimum MSE. T indicates how much the coefficients can be constrained while still predicting with maximum accuracy. In the figures shown, the y-axis represents the MSE values, while the upper x-axis represents the number of predictors. Therefore, a total of 152 data in 11 indicators were used to identify the optimal smoothing parameter λ from several models. Therefore, we reduced the data noise, which makes the model more accurate in detecting real signals.

Figure 8  Equal CV mean error (RMSE) in λ values for EF
For this reason, the indicators of the top 8 tourism attracting countries were used to determine the optimal smoothing parameter $\lambda$. As shown in Figure 8, by default, the number of dots is 10 and alpha is (0.1 and 0.5). RR reduced the coefficient of the variables almost to zero, but did not reduce any of them to zero, and all variables remained in the model. In fact, RR has reduced correlated variables relative to each other until one is positive and the other is negative. As shown in Figure 6, the improvement of the model and automatic variable selection is shown by increasing the values of $\lambda$ through the Lasso method. Our output shows a decrease in the number of predictor variables in the Lasso model when $\log(\lambda)$ $\to$ -5. These variables are likely to have a strong relationship with other variables and cause their coefficients to swell. The advantage of EN is that it allows adjustment via RR with the Lasso variable selection feature.

The graphs of the RMSE test with the value of $\lambda$ and the practical aspects of the PR model are shown in Figure 8 for EF.

4 Discussion

In recent years, ecological footprint problems in the world have become a serious concern among government managers, economists and environmentalists. This concern is more in the top tourism attracting countries, which attracted about 508 million tourists in 2019. Reports show that between 2018 and 2019, the growth rate of tourism in the United States of America decreased by 0.6% and in the rest of the countries, including France, by..., in China, by 4.9%, in Italy by 4.8%, in Turkey 11.9%, Mexico 9%, Thailand 4.3% and Germany 1.8% increased tourism attraction (https://en.wikipedia.org/wiki/World_Tourism_rankings). These 8 countries have taken a very large share of the gross national product (GNP) and international trade through tourism. On the other hand, despite attracting tourism, they face environmental challenges and problems.

For example, based on the theoretical support of the results of this research in these countries, the international transportation sector is one of the important factors influencing the ecological footprint of the world. Changes and developments in the flow of tourism increase the arrival and departure of tourists, respectively, and direct more transportation services [85]. Therefore, transportation, air and sea travel are one of the most important producers of greenhouse gas emissions, because the primary needs of transportation fuel used by air, road, railway and water are provided from fossil energy sources [22]. Therefore, the use of fossil energy in the top tourism attracting countries, in the creation of ecological footprints can lead to various consequences at the global level, such as global warming, polar ice melting, sea level rise, flooding of some farms, and an increase in tsunamis [86]. On the other hand, with the increase in the number of tourists and investment in all kinds of infrastructure services such as accommodation, hotels, restaurants, airports, ports, roads, railways, and telecommunications, these services will increase and play an essential role in expanding the ecological footprint [87].

Therefore, considering the difference in terms of (economic, institutional, technological, infrastructure, human capital and environmental awareness) Which exists between the most visited countries, five developed countries (France, China, the United States, Italy and Germany) and three developing countries. (Mexico, Turkey and Thailand) [88], countries may apply different alternative policies to manage their ecological footprint.

In line with the answer to the goal raised in this research, mixed and penalized effects models were used. This study first investigated the estimation of research indicators with MCMC models. Based on the findings of Table 4 and 5 and Figure 7, very high intra-group correlation between the indicators was observed, which showed the correctness of using the model. Also, one of the oldest and simplest algorithms that perform better than fancy and complex models is the linear regression model (OLS). But OLS methods can only determine the average effects of the influencing factors on the dependent variable and have serious defects in the analysis when the predictor groups are highly related and produce unstable results. Therefore, to fix some of the weaknesses of this method, penalized regression models such as ridge, lasso, and elastic net were used to improve the performance of the variables. The advantage of these models is for two reasons. Because it can manage multiple lines of the model and select the model as well. The use of these methods provides the possibility of testing a large number of predictive variables. In fact, it introduces biases in the estimation of models and reduces the mean square error of the satisfying variable.

In this research, we have shown how ML algorithms are more reliable in estimating production process parameters than classical statistical models. The use of ML models can help to plan the ecological footprint of countries attracting tourism, to reduce both economic cost and
biological degradation. In this research, it was shown that a wide range of tourism developments, including import and export costs, costs of transportation items, incomes and the number of tourist visits, affect the ecological footprint and the evidence of the relationship of the positive effects of these indicators on the ecological footprint was presented. In addition, we have shown how the changes and transformations of tourism have increased the ecological footprint in the top tourism attracting countries. Also, the results of using the models showed that the ecological footprint in China, France and Italy was higher than other countries and researchers like [73, 74, 78] confirmed it in their research. On the other hand, according to the report of the World Tourism Organization, these countries ranked 1st, 4th and 5th in terms of attracting international tourism [89]. Therefore, the analysis of tourism data can be an added value to pay attention to the ecological footprint in the top countries of tourism attraction. In addition, using cross-validation, we have shown that the use of the “non-standard” approach of the lasso regression method is more accurate in predicting the ecological footprint compared to the “standard” linear regression. Also, choosing Lasso regression comes with the caveat that variables not selected by the model (with zero coefficients) can still be predictors, especially when there is a high correlation between selected and unselected variables.

Table 5 shows, MSE, RMSE models were better than OLS model in forecasting performance of new data. And the results obtained are consistent with the studies and literature in this field. By studying and estimating the determinants of individual tourism costs using Skate Elastic Net, Giambona and Grassini (2020) [90] concluded that there are significant effects of tourism spending on some accommodation facilities such as expensive houses, personal experiences from past visits, doing specific activities, accommodation and seasonality. They suggested that choosing rational indicators can help managers to take preventive and protective measures.

Also, using traditional methods such as OLS and Ridge, Fan et al. (2016) [91] stated that they could not meet the interpretability and forecasting accuracy at the same time. They stated that the use of Lassone’s method can not only solve the above problems, but also reduce the calculation complexity. Hence, by using the employed indicators, the findings provide empirical support from previous studies. Therefore, the use of penalized models such as lasso plays a very important role in estimating the factors that determine the selection of indicators to support the decision-making process [92]. Dorugade (2014) [93] suggested that LASSO, unlike Ridge and OLS, in addition to selecting variables, makes it easier to interpret the regression model. Also, Zhou et al. (2011) [94] used logistic regression in the process of choosing between tourism and other goods.

The results indicate the existence of the effects of tourism on the ecological footprint in the top countries of tourism attraction. Adedoyin et al. (2021) [24] suggested that the development of tourism can provide the basis for environmental destruction. In addition, the increase in tourist arrivals increases the ecological footprint in both the long and short term. There is a positive and negative relationship between tourism development indicators and ecological footprint. The literature trends show that the development of tourism will lead to environmental destruction and environmental pollution such as CO2 and PM2 emissions and will increase the challenges of the ecological footprint [95].

Therefore, in general, it can be said that among the contraction methods, Lasso is more economical in selecting variables and has performed better. It means that this model was generous in the selection of variables. Also, ridge regression is very appropriate when there are a large number of predictor variables whose coefficients are non-zero and are extracted from the normal distribution. That is, this model showed that there is a large number of variables or severe multiple collinearities. The Elastic Net model showed that it performs variable selection and regularization at the same time, and grouping and variable selection are key roles in this model, and it uses two regression models, Ridge and Lasso.

5 Conclusion

Evaluating the effects of tourism development on the ecological footprint in the top tourism attraction countries can be of great importance. This research has been written with the help of tourism development indicators to highlight the importance of tourism indicators and explain the ecological footprint. This effort has opened a new way to discuss the effects of tourism development on the ecological footprint using mixed and penalized effects models. The main findings from the previous analysis show that the ecological footprint is able to address serious issues. But it is possible when all the policies related to the tourism policy of a country are well explained. Investigating the effects of tourism development on the ecological footprint is a means for the top tourism attracting countries to pay attention to tourism policy so that they
can use appropriate methods to reduce environmental damage. Examining the statistical and empirical view of tourism development indicators and its effects on the ecological footprint in top tourism destination countries is of great importance. This article was written with a statistical reflection and criticism of the perspective of tourism development in order to highlight the importance of tourism indicators and explain the ecological footprint. This effort has opened a new way in discussing the effects of tourism development on the ecological footprint using MCMC and penalized models. The findings from previous analyzes show that dealing with the ecological footprint is a serious issue, but it is possible when the entire tourism policy of a country is well explained. The review of this article is a means for the countries of the world to pay attention to the top tourism destinations, so that they can use appropriate methods to reduce the environmental damage.

In this study, we presented the performance of using MCMC and penalized models due to the effects of tourism development indicators on the ecological footprint of top tourism destination countries. We have shown that trying to apply a penalized regression model to the ecological footprint can indeed be useful. Most of these methods perform variable selection, and this is a process in which the number of independent variables for prediction is reduced. These are well-known methods that can provide very accurate predictions. The results showed that the use of all statistical methods along with other existing modeling methods are useful and competitive.

The prediction results of the model produced by the above techniques were compared using root mean square error (RMSE) and coefficient of determination (R2). Based on the RMSE results, the prediction accuracy for the EF values obtained from all the competing models are very close, but the RMSE and R2 results have shown that the sequential LASSO model has performed better than the other competing models. Although this data set demonstrates the simplicity and potential superiority of the LASSO model, LASSO is closely adapted to the training data, and it requires ingenuity to use its extensive flexibility in choosing the estimation method to achieve high-accuracy predictions. In addition, Elastic Net and LASSO can play an important role in tourism and ecological footprint studies that have a large number of parameters. In such cases, these techniques are used to analyze the changes and evolutions of tourism on the ecological footprint, they are the best choice for modeling and forecasting this type of research.

**Ethical approval**

This paper does not contain any studies with human participants or animals performed by any of the authors.

**Competing interests**

The authors declare that they have no conflict of interest.

**Availability of data and materials**

The datasets used and/or analyses during the current study are available from the corresponding author on reasonable request.

**References**


[83] Spencer A. Climate Change and the Sustainable Development of Tourism Within the Caribbean. Travel and Tourism in the Caribbean. Published online October 5, 2018: 27-46. https://doi.org/10.1007/978-3-319-69581-5_2


