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Abstract: Artificial intelligence (AI) is the most important and interesting technology in the
21st Century due to its vast application. This review focuses on the evolution of AI techniques
and their applications in recent decades. Deep learning algorithms/models, represented by Large
Language Models (LLMs) have resulted in groundbreaking advancements, indicating that AI is
evolving to improve its capacity to interact with and help people in various fields such as finance,
medicine, and science research. The potential for research in AI is immense, and there is a need
for scientific principles behind AI. Future perspectives on how machines can be developed to
work with humans and to be compatible with human values and preferences are also discussed.
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1 Introduction
Generally speaking, artificial intelligence(AI) can be defined as “an agent’s ability to achieve

goals in a wide range of environments” [1]. The exploitation of AI techniques can be roughly
divided into 5 categories: infrastructure construction (data and computing power), algorithms,
technical directions (Natural Language Processing, Computer Vision, etc.), specific technologies
(image recognition, speech recognition, machine translation, etc.), and solutions for the industry
such as the application of AI in finance, medical care, transportation, and games.

Computational power and hardware developments accelerate the training of algorithms and
models, improve their performance and efficiency, enable more complex tasks and large-scale
data processing, and promote the emergence of new methods and technologies. The rapid
development and application of these technologies have played a crucial role in the progress of
AI development but are beyond the scope of this review. In this review, we focus on the main
branches of AI including Machine Learning (ML), Deep Learning (DL), Natural Language
Processing (NLP), Computer Vision (CV), Expert Systems (ES), and Knowledge Representation
and Reasoning(KR&R), which all play an important role in AI and are closely related to each
other.

Machine Learning is a kind of method to realize AI. Researchers at an early age believed that
AI should mimic human thinking and action, to create machines that could think like humans.
Recent developers believe that AI does not have to imitate humans and should rely on a wider
range of specific algorithms to think and act reasonably [2]. ML uses algorithms to parse data,
learn from it, and then make decisions and predictions about real-world events [3]. Unlike
the traditional idea of programming specifically for a specific task, machine learning “gives
computers the ability to learn without explicit programming,” and to learn from large amounts
of data to find ways to accomplish tasks [4].

According to the characteristics of learning, machine learning can be divided into three
categories: supervised learning, unsupervised learning, and reinforcement learning. Supervised
learning is based on the labelled data samples (a sample of labelled data) to learn, to find out
the general rules between the input and output. For example, making data analysis through
modelling to find out the relationship between housing prices and various housing attributes.
There are two main types of supervised learning algorithms, one is the Regression Algorithm,
and the other is the Classification Algorithm [5]. Unsupervised learning using the Clustering
Algorithm is designed to learn from data samples that are not identified, to find potential rules
hidden in the data. For example, learning biological properties from protein sequences via large-
scale unsupervised learning [6]. Reinforcement learning is learning in a dynamic environment,
in which the learner maximizes the reward signal by trial and error, while algorithms learn
optimal policies by interacting with the environment [7].
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Deep Learning is a subset of machine learning that utilizes neural network models for
learning. The basic principle of deep learning is to simulate the neural network of the human
brain by constructing a multi-layer neural network to learn and form more abstract high-
level representation attribute classes or features by combining low-level features to discover
distributed feature representations of data [8]. The effectiveness of deep learning was not much
realizable because of the lack of training data until the rise of big data eliminated the impact
of “over-fitting”. Since then, the power of deep learning has begun to manifest itself and has
achieved remarkable results in the fields of speech recognition, image recognition, natural
language processing, etc. [9]. The application scope of DL continues to expand and has become
one of the important pillars in the field of AI [10, 11].

The study of natural language processing is a crucial branch of AI that aims to teach
computers how to understand and generate human language [12]. This field includes speech
recognition, text analysis, and machine translation, among others. With natural language
processing technology, computers can communicate more effectively with humans, enhancing
the overall user experience and improving efficiency.

Computer vision is another key area of AI that focuses on equipping computers with visual
capabilities comparable to those of humans. Applications of computer vision range from
image recognition and target detection to safety monitoring, intelligent transportation, and
industrial automation. These technologies have been instrumental in advancing fields such as
Face Recognition and Automatic Driving [13].

Expert systems are yet another powerful tool in AI that simulates human experts to solve
problems. These systems utilize specialized knowledge bases and inference engines to provide
consultation and decision-making services similar to those of human experts [14]. Their
widespread use in fields such as medical diagnosis, financial analysis, and intelligent control
has significantly improved the accuracy and efficiency of decision-making.

Finally, Knowledge Representation and Reasoning is a fundamental aspect of AI that studies
how to represent and organize knowledge in a way that machines can process and use for
reasoning and inference. Logical reasoning, fuzzy reasoning, and probabilistic reasoning are
among the methods employed to derive new conclusions from existing knowledge. With the
development of knowledge representation and inference technology, the potential applications
of expert systems will continue to expand [15].

Over the last half-decade, the nature of consciousness and how people integrate information
from various modalities, senses, and sources remain largely unknown, accompanied by major
shifts in human intelligence study to ascertain how people adapt and succeed, rather than just
how an amazing information-processing system operates [16]. Correspondingly, AI is evolving
in ways that improve its capacity to interact with and help people, rather than mimicking human
intellect. As a result, deep learning algorithms rose since the 2010s and have become one of the
newest trends. Deep learning approaches have resulted in ground-breaking advancements in
computer vision and machine learning, and new approaches emerge to surpass current techniques
on a regular basis [17].

In recent years, great progress has been made on some of the challenging problems that drive
AI research, such as machine translation, text classification, speech recognition, writing aids,
and image-processing technology [18]. As a result, machine-learning technologies have made
their way from academia to the real world. Answering questions based on textbook reading,
assisting people while driving to avoid accidents, and interpreting speech in real time are just
a few of the real-life applications that use neural network language models, AI has also been
increasingly utilized in finance, medicine, and science research fields, which will be described
in detail below.

2 Foundation models and artificial general intelligence
(AGI)

The field of AI is constantly evolving, and foundation models have emerged as a new
paradigm. Models like BERT, DALL-E, and GPT-3 have been trained on vast amounts of
data and are highly adaptable to different tasks. These models are still being developed, but
they show great promise in achieving homogenization across many tasks [19]. In the realm
of computer vision, the introduction of Florence as a new foundation model has expanded
representations from coarse to fine, static to dynamic, and from RGB to multiple modalities.
Florence has achieved outstanding results in various transfer learning scenarios and achieves
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state-of-the-art results in numerous benchmarks, making it critical for serving general-purpose
vision tasks [20]. Similarly, in the domain of language and vision alignment, FLAVA is
introduced as a foundational model targeting all modalities at once, demonstrating impressive
performance on a wide range of tasks spanning vision and language [21].

The advancement of Large Language Models (LLMs) has been a significant leap toward
attaining Artificial General Intelligence (AGI) [22]. LLMs are increasingly popular in various
applications, such as code generation, conversational recommendation systems, and processing
long text. These models, such as GPT-4 and ChatGPT, have displayed exceptional language
comprehension, generation, interaction, and reasoning abilities. They have also shown potential
in solving a wide range of sophisticated AI tasks spanning different modalities and domains,
including language, vision, speech, and other challenging tasks [23].

However, evaluating the general abilities of these models to tackle human-level tasks is
crucial for their development and application in the pursuit of AGI. In a recent study, researchers
introduced AGIEval, a benchmark specifically designed to assess foundation models in the
context of human-centric standardized exams, such as college entrance exams, law school
admission tests, math competitions, and lawyer qualification tests. The evaluation of several
state-of-the-art foundation models, including GPT-4 and ChatGPT, using this benchmark re-
vealed that GPT-4 surpasses average human performance on standardized tests such as the SAT
and LSAT, displaying extraordinary performance. However, the study also found that GPT-4
is less proficient in tasks that require complex reasoning or specific domain knowledge, high-
lighting the limitations of these models [24]. Recent research has addressed various limitations
of large language models, including the hand-crafting of task-specific demonstrations [25],
the evaluation of code synthesis [26], the cost barrier associated with large models [27], the
evaluation protocol for conversational recommendation systems [28], and the context window
restriction for off-the-shelf LLMs [29].

In addition, the development of multi-modal large language models, such as SpeechGPT, is
considered a crucial step towards AGI. SpeechGPT, with its intrinsic cross-modal conversational
abilities, has demonstrated remarkable abilities to follow multi-modal human instructions and
handle multiple modalities with one model [30]. The integration of visual foundation models
with language models has also been explored, leading to the development of Visual ChatGPT,
which enables interaction with ChatGPT using both languages and images, as well as providing
complex visual questions and instructions [31].

The exploration of foundation models in various domains, including computer vision, lan-
guage, vision alignment, and integration with language models, has the potential to drive
progress in AI research and applications. However, the challenges and opportunities associated
with foundation models, as well as their implications for scalability, security, and user-friendly
interactive ability, warrant further interdisciplinary collaboration and research.

Furthermore, the potential impact of AI advancements, such as ChatGPT, on technologies
and humans has been a topic of interest. An analysis of tweets about ChatGPT revealed both
positive and negative potential impacts on the evolution of jobs, a new technological landscape,
the quest for artificial general intelligence, and the progress ethics conundrum [32]. Thus, it is
crucial to address both the limitations and potential societal impacts of these advancements.

3 AI for science
The potential of AI to enhance and expedite our comprehension of natural phenomena

at different spatial and temporal scales is immense, leading to its development for scientific
purposes, as known as AI for science (AI4Science) [33]. The utilization of machine learning
in diverse fields of natural sciences and engineering has emerged as a crucial frontier and
interdisciplinary subject, likely to introduce novel research paradigms [34].

At present, deep learning techniques have been increasingly integrated into scientific dis-
covery to integrate massive datasets, refine measurements, guide experimentation, and explore
the space of theories compatible with the data [35]. In this respect, the goals are generally
explicit and precise, such as solving complex fluid dynamic equations [36], suggesting routes
for synthesizing chemical molecules [37], protein folding [38], designing small molecule drugs
for targets [39], and various image recognition approaches [40, 41]. The wide application of AI
has made a significant impact on augmenting and accelerating research.

The potential usefulness of AI in “discovering new science” is another area of interest for
further research and exploration. For instance, one specific subarea of AI4Science is AI for
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quantum, atomistic, and continuum systems, which aims to understand the physical world at
different scales and shares common challenges such as capturing physics’ first principles and
achieving equivariance to symmetry transformations [19]. In the field of materials informatics,
the emergence of “GPT AI” has accelerated the development of new materials and has led
to the proposal of “MatGPT” as a vane for materials informatics. The continuous innovation
of AI is impacting cognitive laws and scientific methods, which requires the joint efforts of
interdisciplinary scientists in developing more digital, intelligent, and automated construction of
materials informatics [42]. In a similar vein, Zhang et al. also explore the applications of graph
diffusion models in AI-generated content (AIGC) for science, particularly in the generation of
molecules, proteins, and materials. They discuss the mechanism of diffusion models in various
forms and address the issue of evaluating diffusion models in the graph domain, shedding light
on the existing challenges in this area [43]. In 2023, Fecher and colleagues contributed to
the ongoing discussion around large language models (LLMs) and their impact on the science
system. The team conducted a Delphi study that involved experts who specialize in research
and AI. The study focused on the benefits and limitations of LLMs, their effects on the science
system, and the necessary competencies needed to use them effectively. The study highlights
the potential for LLMs to transform science, while also acknowledging the risks associated with
bias, misinformation, and quality assurance. The authors suggest that proactive regulation and
science education are necessary to mitigate these risks [44].

Finally, AI is also transforming the nature of science itself. The role of AI in science
education goes beyond generating tools for teaching, learning, and assessment, and it is critical
to consider how the AI-informed nature of science is transforming science education and what
skills it demands of learners [45]. In the field of medical education, AI is being explored
for its applications in training, learning, simulation, curriculum development, and assessment
tools [46]. The development of generative AI, such as ChatGPT, has implications for science
communication, providing opportunities for translational and multimodal capacities, as well
as challenges in terms of accuracy and job market implications. The impact of AI on science
communication itself and the larger science communication ecosystem is an area that requires
further analysis and research [47].

4 Real-world deployment of AI and explainable artifi-
cial intelligence (XAI)

Over the past five years, remarkable AI applications have surfaced across a range of fields,
from gaming [48, 49], to autonomous vehicles, language translation, clinical diagnosis, and
business. In healthcare, AI-based imaging technologies have become increasingly prevalent,
holding immense potential to revolutionize various aspects of the industry. Grzybowski et al.
delve into the use of AI for diabetic retinopathy (DR) screening on color retinal photographs,
highlighting how AI can alleviate the burden of DR screening and prevent vision loss [50].
Similarly, an AI model has been tested for its ability to identify lead-less implanted electronic
devices in chest X-rays to ensure pre-MRI safety screening [51]. Collectively, these studies
underscore the potential of AI in real-world scenarios, while also highlighting the challenges
that must be addressed, such as accuracy, safety concerns, infrastructure, health economics,
and model adaptation to real-world situations. Optimization strategies with comprehensive
evaluation and rigorous validation are still indispensable to ensure reliability, transparency, and
ethical soundness in real-world applications [52, 53].

The integration of AI with big data, cloud computing, robotics, and the Internet is rapidly
growing. As a result, AI is becoming increasingly important in many fields, including economics,
governance, and education [54]. Recent studies emphasize that systematic review, ethical
standards, and the integration of AI with other technologies remain essential to achieve the best
possible results [55].

The concept of Explainable Artificial Intelligence (XAI) has gained significant attention in
recent years as the use of AI has become more prevalent across various sectors [56], particularly
in the context of deep learning and mission-critical applications [57]. The proposed taxonomies,
methodologies, and solutions aim to address the challenges posed by the lack of transparency in
AI systems and promote the development of trustworthy and interpretable AI models [58, 59].
For example, Yang et al. have emphasized the importance of XAI in healthcare applications,
where understanding the black-box choices made by AI systems is crucial. They propose
solutions for XAI leveraging multi-modal and multi-center data fusion and validate these
solutions in two showcases following real clinical scenarios [60]. Other researchers also provide
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valuable insights into the current state of XAI and its implications for security risks [61],
efficiency techniques [62], and decision support [63].

5 Discussion
The AI up to date still cannot be considered “real artificial intelligence”. Although current

advancements in LLMs are impressive, they still cannot understand abstract concepts and
language, nor can they answer difficult questions or distinguish facts. It can only fabricate
answers according to the maximum probability. Additionally, as a machine learning algorithm,
it is highly dependent on massive data and computing power. However, knowledge is infinite,
and AGI can never be achieved by exhaustive training data sets. At the same time, the difficulties
in interpreting or controlling emergent abilities of LLMs, the security privacy and regulatory
issues in accessing data sources, the demand for large computing power as well as huge energy
consumption, hinder the employment of artificial intelligence in industrial applications.

Therefore, there is still a lot of potential for research in the field of AI. One possible approach
is to collaborate with AI4Science. Al can assist in decision-making, organizing information
explicitly, and facilitating human experts to arrive at insights. At the same time, there must be
scientific principles behind AI. It is promising to promote AI progress with basic discipline
accumulation and mathematical foundation. For example, Geometric Deep Learning gives a
good mathematical framework, which improves model performance and is interpretable [35].
Therefore, the discipline construction of artificial intelligence requires intersecting with other
disciplines and carrying out collaborative innovation. There should be more frameworks and
solutions emerging to enhance knowledge, reduce resource requirements, and ensure model
accuracy with the help of experts in specific domains.

In general, AI still has a long way to go to build machines that can work seamlessly with
humans and make judgments that are compatible with fluid and complex human values and
preferences.
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